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What's New for DXC Managed Services for AWS
Version 1.5
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DXC Managed Services for AWS Version 1.5 supports the following new features:

e AWS Config is now enabled on customer AWS accounts in participating regions. Rule violations
are streamed to SNS which creates an incident in ServiceNow.
e Support for SUSE 12.

© 2018 DXC Technology Company. All rights reserved.
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DXC Managed Services for AWS Overview
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DXC Managed Services for AWS is a feature-rich offering containing Gold Managed Services (billing,
logging, end point protection, patching, monitoring, and snapshot of EBS volumes), Silver Plus Managed
Services, and automated account configuration with alerting, monitoring, and security policies. The
following guide includes the steps to configure a new, empty AWS account with managed services. DXC
uses local AWS and other service and SaaS offerings to enable the effective running and maintenance of
Gold Managed Services to apply to the client workloads. DXC also stands up a management VPC to
enable the hosting of additional management systems (as required on a per client basis).

The diagram below depicts the areas associated with this solution at a high level:
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Best Practices

The architecture built by the Managed Services for AWS Quick Start supports AWS best practices for
high availability and security:

Multi-Availability Zone architecture intended for high availability

o [solation of instances between private and public subnets. Important: All customer-dedicated public or
private subnets must have “Public” or “Private” in the name string or provisioning will fail from
ServiceNow.

Security groups limiting access to only necessary services and ports

Management VPC and secured bastion host instance to facilitate restricted login access for system
administrator actions

NAT gateways and proxies to manage Internet access
Standard 1AM policies with associated groups and roles that exercise the least privilege

Monitoring, logging, alerts, and notifications for critical events such as logging of root activity, IAM

v © 2018 DXC Technology Company. All rights reserved. 4
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changes, and changes to logging policies

S3 buckets (with security features enabled) for logging, archive, and application data, including custom
lifecycle policies for archiving objects in Amazon Glacier and use of versioning

Prerequisites

For a customer account to be properly configured with managed services, all the requirements described
in the prerequisites section must be met.

CloudCheckr Access

The Delivery Engineer must have access to the CloudCheckr account to get the External ID, which is a
required parameter of the Master template.

Empty AWS Account

For the automation to properly configure the customer AWS account, the account must be empty or
blank.

Access to PROD OBE Account

The Production OBE Account is where all the AMIs and scripts are stored. The Delivery Engineer needs
access to this account to start the configuration of the customer account. The account number
is 601716130897.

Supported Regions

The following regions are supported for DXC Managed Services for AWS to function properly:

Region Name Region AWS Config Notification

Support
US East (N. Virginia) us-east-1 Yes
US East (Ohio) us-east-2 Yes
US West (N. California) | us-west-1 No
US West (Oregon) us-west-2 Yes
Canada (Central) ca-central-1 Yes

Asia Pacific (Mumbai) ap-south-1 No

Asia Pacific (Singapore) | ap-southeast-1 |Yes

Asia Pacific (Sydney) ap-southeast-2 |Yes

Asia Pacific (Tokyo) ap-northeast-1 |Yes
v © 2018 DXC Technology Company. All rights reserved.
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Asia Pacific (Seoul) ap-northeast-2 [No
EU (Frankfurt) eu-central-1 Yes
EU (Ireland) eu-west-1 Yes
EU (London) eu-west-2 Yes

AWS Config evaluations of non-compliances against a set of rules is provided on all supported regions.
However, in the regions marked “No”, notification of non-compliances to ServiceNow is not yet supported.
As AWS completes the rollout of AWS Step Functions to these regions, AWS Config notification support
will be added to them.

South America (S&o Paulo) sa-east-1 currently does not allow creating NAT Gateways in zone sa-east-1b
(the other zones support it) So, our VPC nested template fails to create a NAT Gateway in sa-east-1b
zone, thus failing the whole master stack. Currently there is no workaround, therefore this region is not
supported.

SSH Keys

As a part of the onboarding process, the Delivery Engineer works with the customer to create or use
existing customer-provided SSH keys. These keys are used during the provisioning process to access the
Windows or Linux workloads.

To create a key-pair in AWS, see the following
guide: http://docs.aws.amazon.com/AWSEC?2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-

your-key-pair.

To import a public key into AWS, see the following
guide: http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#how-to-generate-your-
own-key-and-import-it-to-aws.

Security Groups

During the onboarding process, the Delivery Engineer works with the customer to define the required
security groups. You must create security groups before an instance is provisioned so that the correct
inbound or outbound ports are opened for the Linux or Windows instances. These security groups are
applied when an instance is provisioned from the Simple Linux or Simple Windows CloudFormation
templates. At a minimum, the inbound port 443 (HTTPS) must be opened on every workload for the
managed services to function correctly.

IAM Permissions

To deploy the templates, you must be logged in to the AWS Management Console with Admin IAM
permissions for the resources and actions the templates deploy. The AdministratorAccess managed
policy in IAM provides sufficient permissions, but the organization might choose to use a custom policy
with more restrictions.

CSCMS-Delivery-Power-Admin is configured on the Group. There is also a pre-configured Group
called CSCMS-Full-Admin that has the managed policy AdministratorAccess assigned.

DXC Confidential Information
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Service Limits

For a customer to use their AWS account without service limits, a request must be submitted to AWS to
increase the service limits on the account. Failing to do so can result in service limits where resources fail
to provision. Submit a case to AWS using the following link to increase service limits:
http://docs.aws.amazon.com/general/latest/gr/aws_service _limits.html.

Note: Service limits must be increased in each region the customer wants to use.

v © 2018 DXC Technology Company. All rights reserved.
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Upgrading from Version 1.4 to Version 1.5
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This section describes how to perform an upgrade from Cloud Services for AWS Gold version 1.3 or 1.4
to Gold Cloud Services for AWS versions 1.5.

Important: Gold customers who are using version 1.3 or 1.4 cannot be upgraded to Silver Plus in a later
version, and vice versa.

Minimum Version

To perform an upgrade to version 1.5, a customer must have previously deployed either version 1.3 or
1.4. It is not required to upgrade from 1.3 to 1.4 before upgrading to 1.5. A deployment of 1.3 can be
upgraded directly to 1.5.

Archiving changes to OBE asset buckets

If you have made any changes to the assets in the OBE buckets that you wish to keep, such as
CloudFormation templates, scripts, or Lambda functions, copy the contents of the bucket to another
bucket.

To archive changes to OBE asset buckets:

1. Download the following script from the S3 bucket containing the assets you used to launch the master
stack for your account, to a system where you have the AWS CLI installed:

deploy/utilities/copyBucketContents.sh

2. Create a new bucket to hold the contents of the bucket containing the changes you wish to keep.
3. Run the copyBucketContents.sh script, supplying the source and destination bucket names, as
shown in the following examples:

$ copyBucketContents.sh gold.dxc.prod.obe.us-west-1 saved-
gold.dxc.prod.obe.us-west-1

OR

$ copyBucketContents.sh dxc.customer.config-12345-us-west-1 saved-
dxc.customer.config-12345-us-west-1

Deleting the Existing AWS Config setup

The Master Template will create one AWS Config Recorder and one Delivery Channel per region. AWS
allows only one AWS Config Recorder and one Delivery Channel per region. If any recorder or channel
exists before updating the Master Template, the stack update will fail. To prevent this, follow the steps in
the section “Fixing AWS Config Stack Failure Caused by Existing Recorder and Delivery Channel”.

Updating the Master Template

1. Log into your AWS account.

2. Switch over to the region where the master template resides, for example us-west-2.

3. Open CloudFormation. You will see a list of stacks that were previously created by the current
installation.

4. Open S3 in another browser window. On the Overview tab, search for the following bucket:
https://s3.console.aws.amazon.com/s3/buckets/gold.dxc.prod.obe/deploy/cloudformation/
This is the bucket where all of the new template files will be pulled from.

v © 2018 DXC Technology Company. All rights reserved.
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Note: As of the 1.5 release, use one of the following buckets, depending on the customer's current
state:
— dxc.prod.obe.REGION_NAME : for release-1.5 (new customers), or customers who were initially
deployed at release-1.4 and are now upgrading to release-1.5.
gold.dxc.prod.obe.REGION_NAME : for customers who were initially deployed at release-1.3, have
optionally upgraded to release-1.4, and are now upgrading to release-1.5.
5. Copy the link location for the Master template, for example: dxc-ms-main.yaml.

Amazon S3 > dxc.prod.obe.us-west-2 / deploy / cloudformation

dxc-ms-main.yaml iatest version +

{ Open | Download { Download as ’ Make public | Copy path

Owner
DXC_AWS_QS_ObeDev

Last modified
Oct 31, 2017 6:31:04 AM

Etag
cc3c476b9234eda531ecdf4d9b4b55bb

Storage class
Standard

Server side encryption
None

Size
23243

Link
https://s3-us-west-2.amazonaws.com/dxc.prod.obe.us-west-2/deploy/cloudformation/dxc-ms-main.yaml|

6. Go back to CloudFormation.
7. From the list of stacks, select the Master stack.
8. From the Actions menu, choose Update Stack.

Create Stack =~ [EEYCERd Design template c &

Filter: Active v Create Change Set For Current Stack Showing 24 stacks

Stack Name Status Description
Change termination protection
DXC-Gold-InstWse e 06:43:05 UTC-0700 CREATE_COMPLETE Configure Instance Health
RICRELERE:  View/Edit template in Designer 06:43:05 UTC-0700 CREATE_COMPLETE Configure Patching Health
DXC-Gold-BackupRulesTemp... 2017-10-31 06:43:04 UTC-0700 CREATE_COMPLETE Configure Clo Logs and SNS for ; Create Backup/Delete Snapshot Lambda; and B...
DXC-Gold-LoggingTemplate-... 2017-10-31 06:39:26 UTC-0700 CREATE_COMPLETE Initializes global resources and logging/monitoring capabilities
DXC-Gold-LinuxUpgradeTem... 2017-10-31 06:39:26 UTC-0700 CREATE_COMPLETE DXC Linux Upgrade Script
DXC-Gold-CreateAMITemplat... 2017-10-31 06:39:26 UTC-0700 CREATE_COMPLETE Create Windows AMI
DXC-Gold 2017-10-31 06:39:20 UTC-0700 CREATE_COMPLETE DXC Managed Services - Customer Onboarding - Provides nesting for required stacks to deploy IAM, Logging,...
Overview Outputs Resources Events Template Parameters Tags Stack Policy Change Sets _ B =]
2017-10-31 Status Type Logical ID Status reason
» 06:51:08 UTC-0700 CREATE_COMPLETE AWS::CloudFormation::Stack DXC-Gold
» 06:51:05 UTC-0700 CREATE_COMPLETE AWS::CloudFormation::Stack ProductionVpcTemplate
' © 2018 DXC Technology Company. All rights reserved. 10
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9. Under Choose a template, click Specify an Amazon S3 template URL, paste the S3 URL for the
release-1.5 Master Template, then click Next.

x M

D

(

Update

Select Template
Specify Details
QOptions

Review

S

:
asie

r

p]

C

stack
Select Template

To update an existing stack, provide a template that specifies the changes for the resources and properties that you want to update. AWS CloudFormation
updates only the resources that have changed. Learn more.

Choose a template A template is a JSON/YAML-formatted text file that describes your stack's resources and their properties. Learn more,

Use current template

Upload a template to Amazon S3

Choose File No file chosen
© Specify an Amazon S3 template URL

1169366-r11.obe/deploy/cloudformation/dxc-ms-main.yam|  View/Edit template in Designer

Cancel Next

Under Parameters, in the S3 Bucket Name field, type the name of the S3 bucket for release-1.5, and
then click Next.

NOTE: The S3 Bucket Name and Asset Path fields must contain the same values as the original stack
or the update will fail.

10. On the Creation Options page, make sure the correct options are selected, and then click Next.
NOTE: The option Create IAM roles and policies should be set to true when updating the master
stack in us-east-1, but it should be set to false when updating the stack in all other regions.
NOTE: Do not change the Service Tier from "Gold" to “SilverPlus” or vice versa, and do not
change any of the optional features such as Backups. Such changes are not supported at this
time, and deployment errors will result.

v
2
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Creation Options:

Create |1AM roles and
policies:

Create suUpport resources:
Create VPCs:

Create Default Glacier
Vault:

Instance Health Check:

false v

Create |AM roles and policies. This can only be done in the us-east-1 region.

true v | Create supporting assets
true ¥ | Create VPCs
false v

Create Default Glacier Vault and Setup Process to Move CloudWatch Logs from 53 to Glacier.

false ¥ | [Optional] Always true for Gold fier.

Location of DXC Managed Services Assets:

S$3 Bucket Name:

Asset Path:

gold.dxc.276390169366-r11.0be

53 bucket name for the DXC Managed Service assets. DXC MS bucket name can include numbers, lowercase letters,
uppercase letters, and hyphens (-). It cannot start or end with a hyphen {-).

deploy
53 path to the DXC MS assets. The DXC MS path can include numbers, lowercase letters, uppercase letters, hyphens (-), and
forward slash (/). It cannot start or end with forward slash (/) because they are automatically appended.

11. Enter a patch group name for all Patch Group fields, such as the "Patch Group for Windows 2012 R2
Instances" field, even if Apply Patching has been set to false. If any of the patch group fields are
blank, the deployment will not allow you to proceed. The values you enter do not have to be actual
patch group names, but you are encouraged to create a default patch group for every operating

system.

12. Click Next until you have reached the last page.
13. On the last page, acknowledge that AWS CloudFormation might create IAM resources.

v
D, ¢
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Advanced

Notification

Capabilities

0 The following resource(s) require capabilities: [AWS::CloudFormation::Stack]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they
have the minimum required permissions. In addition, they have custom names. Check that the custom names are unique within your AWS

account. Learn more.

| acknowledge that AWS CloudFormation might create IAM resources with custom names.

Preview your changes

Based on your input, CloudFormation will change the following resources. For more information, choose View change set details.

14. Scroll to the bottom of the page, and click Update.

t‘ Computing changes...

Cancel Previous

The status of the Master template (DXC-Gold in the example) should display as
"UPDATE_IN_PROGRESS".
Note: In this example, the name of the master template contains "Gold" because it refers to the Gold
template, but you can any other name, preferably a name that contains a reference to the offering,

such as "Gold," or "Silver Plus."

—

Filter: Active ~

Stack Name

DXC-Gold-InstanceHealthTe...
DXC-Gold-PatchingHeaithTe...
DXC-Gold-BackupRulesTemp...
DXC-Gold-LoggingTemplate-...
DXC-Gold-LinuxUpgradeTem...

DXC-Gold-CreateAMITemplat...

DXC-Gold

Design template

Overview Outputs Resources Events

2017-10-31 Status
» 07:22:07 UTC-0700

» 06:51:08 UTC-0700 CREATE_COMPLETE

\ 4
Y

cC | &
Showing 24 stacks
Created Time Status Description
2017-10-31 06:43:05 UTC-0700 CREATE_COMPLETE Configure Instance Health
2017-10-31 06:43:05 UTC-0700 CREATE_COMPLETE Configure Patching Health
2017-10-31 06:43:04 UTC-0700 CREATE_COMPLETE Configure CloudWatch Logs and SNS Messages for Backups; Create Backup/Delete Snapshot Lambda; and B...
2017-10-31 06:39:26 UTC-0700 CREATE_COMPLETE Initializes global and logging/ itoring
2017-10-31 06:39:26 UTC-0700 CREATE_COMPLETE DXC Linux Upgrade Script
2017-10-31 06:39:26 UTC-0700 CREATE_COMPLETE Create Windows AMI
2017-10-31 06:39:20 UTC-0700 DXC Managed Services - Ci O ing - nesting for required stacks to deploy IAM, Logging,...
Template  Parameters Tags StackPolicy  Change Sets _N— Q=]
Type Logical ID Status reason
AWS::CloudFormation::Stack DXC-Gold User Initiated
AWS::CloudFormation::Stack DXC-Gold

© 2018 DXC Technology Company. All rights reserved.
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15. Once the update is completed, all the necessary resources should be updated.
16. Repeat all Instructions steps for each region that needs upgrading to the new version.

Updating tags on existing resources during upgrade

During the upgrade to 1.5, certain existing AWS resources created by previous releases will be updated
to match how 1.5 resources are managed. Tags applied to EC2 instances, EC2 AMIs, EBS volumes, EBS
snapshots, and CloudFormation stacks may be modified. Only resources created by deployments of the
Managed Services for AWS product will be modified.

No action is required by service delivery personnel. This is informational only.

.v‘ © 2018 DXC Technology Company. All rights reserved.
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Configuring a New Customer Account for New
Gold and Silver Plus Customers

© 2018 DXC Technology Company. All rights reserved.
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Configuration of the customer AWS account must be performed on an empty, non-configured AWS
account. If the account was previously configured, you must reset the account. The Master template must
be run from the supplied S3 link from the Offering Build team. After the Master template finishes
executing, all of the scripts are copied to the customer S3 bucket. If the

Delivery Engineer needs to modify the templates, the engineer must download the templates from the
customer S3 bucket, modify them, and upload them to the customer S3 bucket using the same naming
convention.

Use the following flow chart to determine which path to take to set up the customer account.

Run Master
Obtain . Execute termnplate with
. . > Master > Switch to Will VPCs be > Support
Cloudlgneckr S;e:;i? ;r]) No Template with desired region customized? No components
’ 1AM only and VPCs
enabled
A A
Yes Yos
Run Master
Run Master Tergﬁ':éi:'m
Will VPCs be template with J
customized? Ne—P all options compolnems
enabled only
Yes
Yes
Run Master LeEr:j;i:]:Lzs(:in
Template with P
|A$\"I and Provision |n? Customer
Support ore regions? Bucket
components
Yes l
No
v v
Add VPCs
; Record ! "
Edit VPC i using modified
. CloudCheckr templat
templates in Role with templates
Customer CloudCheckr
Bucket
r
Add VPG Provision in
s ore regions?,
using modified  frm—
templates
~ Mo

Master Template

Use the Master template to install the managed service components into a new customer account.
Execute the individual templates in sequence and pass in parameters where needed. The templates
currently executed from the Master template are:

v © 2018 DXC Technology Company. All rights reserved. 16
A DXC Confidential Information



DXC Managed Services for AWS Delivery Guide

IAM - Creates the IAM Roles and Policies used throughout the managed services
Lambda - Creates Lambda functions used internally to support the managed services

Customer Bucket - Creates an S3 bucket in the customer account and copies the DXC Managed
Services assets to that bucket

Logging - Creates CloudWatch logging components to monitor resources running in the customer
environment

Management VPC - Creates a management VPC
Customer VPC - Creates a VPC where customer workloads will run

— VPC Peering - Peering connections are made between the Customer VPC subnets and the
Management VPC during creation of the Customer VPC.
Backup - Creates the functions to back up instances

VPC Logs - Creates VPC Flow Logs that are maintained in CloudWatch
Bastion Service - Creates the resources needed to support an on-demand Bastion service
Linux Patching - Creates the resources needed to support patching of Linux instances

Glacier Logs - Creates a Glacier Log for migrated CloudWatch Logs (stored in S3) and configures the
process to move these logs from S3 to Glacier as per Retention Intervals settings.

For information on how to use the Master Template to install the managed service components,

read Using the Master Template to Install Managed Service Components into a New Customer Account.
Following the execution of the Master template, several manual processes are required to complete
configuration of the managed services. See the Configuring Gold Managed Services section for more
information.

Logical Configuration

The following diagram shows the configuration of the Management VPC and one Workload VPC in terms
of the created AWS resources.

v © 2018 DXC Technology Company. All rights reserved. 17
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Master Template and Region Requirements

You must first execute the Master template in the us-east-1 AWS region. The 1AM definitions are created
in the us-east-1 region and used globally in the account. If the Master template is executed in a different
region and has not been executed in the us-east-1 region, some of the subsequent templates will fail. The
Master template is designed so that the IAM definitions cannot be added to any region other than us-east-
1.

The second portion of the Master template adds the VPCs and other supporting functions, which are
region specific and must be executed in each region where the customer deploys instances. When you
execute the Master template, adding the VPCs and other functions are optional; therefore, you can add
the 1AM definitions in us-east-1, but bypass adding the VPCs in that region.

When the configuration of the VPCs must be changed for specific customer requirements, the VPC
definitions are edited and the Management VPC template and Workload VPC template are executed
manually. This allows the VPC configuration to be modified, tested, deleted, and re-added until the
configuration is correct. The procedure for modifying the VPCs is provided below.

IAM Template

The IAM template creates a user account that is used with ServiceNow. A user named SnowUser-
<AWS::Accountld> is created. For example, SnowUser-211682634048 would be the nhame of the user in
the AWS account ID 211682634048. By default, this user account does not have access to the AWS
account, but an access key is created for APl access to AWS for this user. When the IAM stack is

v © 2018 DXC Technology Company. All rights reserved. 18
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complete, a set of API keys will need to be generated for the ServiceNow integration. Creation of the API
keys is done following this procedure:

1. Log into the AWS Console and switch to the customer account. Select IAM from the Services pull-
down menu. In the left column, select Users. In the User list, select the newly created ServiceNow
user. The user name will be SnowUser-<AWS::Accountld>.

2. Onthe Summary page, click on the tab labeled Security credentials. Inthe Access keys section,
click on Create access key. A set of keys will be generated and the following pop-up will appear:

Create access key

® Success
This is the only time that the secret access keys can be viewed or downloaded. You cannot recover them
later. However, you can create new access keys at any time.

& Download .csv file

Access key ID Secret access key

AKIAJYNCG4JBZV22UFIQ et Show

Close

3. Click on the Show link to see the Secret access key. You should also download the .csv file to your
local computer. It is important to capture the Secret access key at this time as the key will not be
available after clicking on the Close button.

4. Use the API keys to configure the cloud definition in ServiceNow.

This information is used to configure the cloud account in ServiceNow and access AWS. Currently, this
user account has full access to all functions in AWS so these keys should be handled properly. Best
practices suggest that the keys should be rotated at least once per year: a new set should be generated
and configured into ServiceNow and the old keys removed from AWS.

Supported Features for Gold and Silver Plus Managed
Services
DXC Cloud Services for AWS supports Gold and Silver Plus Managed Services.

The following table shows a matrix of the supported features.

.v‘ © 2018 DXC Technology Company. All rights reserved. 19
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Feature

Backup

Patching

Instance Health Monitoring

Endpoint Protection

Gold Silver Plus

Supported by default ~ Can be enabled
Supported by default ~ Can be enabled
Supported by default  Can be enabled

Supported by default  Can be enabled

Note: For Silver Plus accounts, all features listed in the above table can be enabled during workload
creation. Backup, patching and instance health monitoring can also be enabled when the initial master
template is executed. For more information, read “Using the Master Template to Install Managed Service
Components into a New Customer Account.”

Using the Master Template to Install Managed Service
Components into a New Customer Account

Use the Master template to install the managed service components into a new customer account.
Execute the individual templates in sequence and pass in parameters where needed. The templates
currently executed from the Master template are:

Template

IAM

RHEL AMI
Automation

Windows AMI
Automation

Silver Plus Service

Test

Glacier Logs

Lambda

Customer Bucket

v © 2018 DXC Technology Company. All rights reserved.
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Description

Creates the IAM Roles and Policies that are used throughout the managed
services.

Configures the automation document for creating a RHEL AMI.

Configures the automation document for creating a Windows AMI.

[Optional] Only run this template if Silver Plus tier is selected.

Configures a Glacier vault when required.

Creates Lambda functions used internally to support the managed services.

Creates an S3 bucket in the customer account and copies the DXC
Managed Services assets to that bucket.

20
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Template Description

Logging Creates CloudWatch logging components to monitor resources running in
the customer environment.

Management VPC Creates a management VPC.

Customer VPC Creates a VPC where customer workloads will run.

Backup Creates the functions to back up instances.

VPC Logs Creates VPC Flow Logs that are maintained in CloudWatch.

Bastion Service Creates the resources needed to support an on-demand Bastion service.
Linux Patching Creates the resources needed to support the patching of Linux instances.

Following the execution of the Master template, several manual processes are required to complete the
configuration of the managed services.

Deleting the existing AWS Config setup

The Master Template will create one AWS Config Recorder and one Delivery Channel per region. AWS
allows only one AWS Config Recorder and one Delivery Channel per region. If any recorder or channel
exists before running the Master Template, the stack creation will fail. To prevent this, follow the steps in
the Fixing AWS Config stack failure caused by existing Recorder and Delivery Channel section.

Running the Master Template

This example describes how to run the Master template in the us-east-1 region, add only the IAM roles
and policies, and then run it again in the us-west-2 region to create the VPC and other components.

Note: Most templates and URLs contain "Gold" in their names, but this doesn't mean that a URL or
template is limited to Gold customers only, as these items apply to Silver Plus customers as well.

1. Log into the AWS console.

2. Select the CloudFormation AWS service and verify you are in the us-east-1 AWS region.
3. Click Create Stack.

4. Onthe Select Template screen, click Specify an Amazon S3 template URL.

v © 2018 DXC Technology Company. All rights reserved. 21
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Select Template

Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit.

Design a template Use AWS CloudFormation Designer to create or modify an existing template. Learn more.

Design template

Choose a template A template is a JSON/YAML-formatted text file that describes your stack's resources and their properties. Learn more.

B

Select a sample template

Upload a template to Amazon S3
Browse... No file selected.
© Specify an Amazon S3 template URL

https://s3.amazonaws.com/gold.dxc.prod.obe.us-east-1/de | View/Edit template in Designer

5. Enter the template URL, for example:
https://s3.amazonaws.com/dxc.prod.obe.us-east-1/deploy/cloudformation/dxc-ms-main.yaml

6. Click Next.
7. Onthe Specify Details page, enter Master for the Stack name.

Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template. Learn more.

Stack name Master

8. Select the service tier you want to use for the Service Tier option. Select the Platform
Version which indicates the release version of the service. Currently there is only one choice.
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Parameters

DXC Service Tier

Service Tier: | Gold v

a

Platform Version: release-1.4

9. To create the global IAM resources, set the Create IAM roles and policies option to true in
the Creation Options section. Because you are only adding the 1AM roles and policies, set the other
Creation Options to false. Some options may only exist for Silver Plus.

Creation Options:

Create IAM roles and true Create |1AM roles and policies. This can only be done in the us-east-1 region.
policies:
Create support resources: | false Create supporiing assets

Create VPCs:  false Create VPCs
Create Default Glacier false Create Default Glacier Vault and Setup Process to Move CloudWaich Logs from S3 to Glacier.
Vault:
Create Backup Rules: false [Optional] Always true for Gold fier.
Add Patching Support: false [Optional] Always true for Gold fier.
Instance Health Check: false [Optional] Always frue for Gold fier.

10. Under Location of DXC Managed Services Assets, verify that the S3 Bucket
Name is dxc.prod.obe.us-east-1 and that Asset Path is set to deploy.

Location of DXC Managed Services Assets:

53 Bucket Name: dxc.prod.obe.us-east-1

53 bucket name for the DXC Managed Service assets. D¥C MS bucket name can include numbers, lowercase letters, uppercase letters, and hyphens (-). It cannot start or end with a hyphen (=)
Asset Path: deploy

53 path to the DXC MS assets. The DXC MS path can include numbers, lowercase letters, uppercase letters, hyphens (-), and forward slash (/). it cannot start or end with forward slash (/) because
they are automatically appended.

11. Scroll down to the Customer Information section.
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Customer Information:

Customer Name: Company Name Customer that is registered to this account
CloudCheckr External ID: CID- Enter the CloudCheckr External ID information
Notification Email user@company.com Notification email address for security events (you will receive a confirmation email)
Address:

12. Enter the Customer Name, CloudCheckr External ID, so that the IAM roles and policies are
created.
In this case, the Notification Email Address is not set up so it does not need to be filled in at this
point.

13. Scroll down the page and click Next.
Note: The VPC parameters are not used at this point.

14. On the Options page, click Next.
You do not need to add anything on this page.

15. On the Review page, look at the values that were entered for the parameters.

16. Scroll to the bottom of the Review page and select | acknowledge that AWS CloudFormation
might create IAM resources with custom names.

Capabilities

0 The following resource(s) require capabilities: [AWS::IAM::Role]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they
have the minimum required permissions. In addition, they have custom names. Check that the custom names are unique within your AWS
account. Learn more.

| acknowledge that AWS CloudFormation might create IAM resources with custom names.

17. Click Create.
The Master template starts execution. When it completes, you should see stacks similar to the
following except that the names will be slightly different:

Create Stack | ~ [ELYSERS Design template c o

Filter: Active ~ Showing 2 stacks
Stack Name Created Time Status Description
Master-lamTemplate-1KBWKIDWYSOMA 2017-04-10 10:38:41 UTC-0500 CREATE_COMPLETE Provides the base security, IAM, and access configuration for the
Master 2017-04-10 10:38:31 UTC-0500 CREATE_COMPLETE DXC Managed Services - Customer Onboarding - Provides nestir
' © 2018 DXC Technology Company. All rights reserved. 24
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18.

19.
20.
21.
22.

Switch to the region where you will deploy workloads and set up the VPC.
In the example, us-west-2 was used.

Switch to the us-west-2 region and select the CloudFormation service.
Click Create Stack.

Click Specify an Amazon S3 template URL.

Enter the following URL.:

https://s3.amazonaws.com/dxc.prod.obe.us-west-2/deploy/cloudformation/dxc-ms-main.yaml

The name of the bucket varies depending on which region you are running the Master Template
in. The regions and associated buckets currently supported are:

dxc.prod.obe.us-east-1
dxc.prod.obe.us-east-2
dxc.prod.obe.us-west-1
dxc.prod.obe.us-west-2
dxc.prod.obe.ca-central-1
dxc.prod.obe.ap-south-1
dxc.prod.obe.ap-southeast-1
dxc.prod.obe.ap-southeast-2
dxc.prod.obe.ap-northeast-1
dxc.prod.obe.ap-northeast-2
dxc.prod.obe.eu-central-1
dxc.prod.obe.eu-west-1
dxc.prod.obe.eu-west-2

23. Click Next.
24. Select the same service tier you selected for us-east-1 for the Service Tier option. Select the

Parameters
DXC Service Tier
Service Tier: | Gold ¥
Platform Version;  release-1.4 B

same Platform Version as us-east-1 as well.

25. In the Creation Options section shown below configure the following items:

v‘ © 2018 DXC Technology Company. All rights reserved.
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Set Create IAM roles and policies option to false.

Set Create support resources and Create VPCs options to true.

If you want to configure Glacier to move CloudWatch logs from S3, set the Create Default Glacier
Vault option to true.

The Instance Health Check option is optional. Set it to true if needed.
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Creation Options:

>

Create 1AM roles and false Create |IAM roles and policies. This can only be done in the us-east-1 region.

policies:

ar

Create support resources: true Create supporting assets

Create VPCs

Ar

Create VPCs: | ['Ue

Create Default Glacier Vault and Setup Process to Move CloudWatch Logs from S3 to Glacier.

“r

Create Default Glacier false
Vault:

26. [Silver Plus Only] Select your choice of Patching and Patch Group options from the list below,
Apply Patching is true by default for the Gold tier.

Apply Patching: false v [Optional] Apply Patching on Instances. Always true for Gold tier

Patch Group for Windows Optional] Patch Group for Wind
2012 R2 Instances:

s. Only applies if ApplyPatching is true

Patch Group for Windows [Optional] Patch Group for Windows 2016 Instances. Only applies if ApplyPatching is true
2016 Instances:

Patch Group for Redhat [Optional] Patch Group for Redhat Linux 6 Instances. Only applies if ApplyPatching is true
Linux 6 Instances:

[Optional] Patch Group for [Optional] Patch Group for Redhat Linux 7 Instances. Only applies if ApplyPatching is true
Redhat Linux 7 Instances.
Only applies if
ApplyPatching is true.

[Optional] Patch Group for [Optional] Patch Group for CentOS 7 Instances. Only applies if ApplyPatching is true
CentOS 7 Instances. Only
applies if ApplyPatching is
true.

[Optional] Patch Group for [Optional] Patch Group for Amazon Linux Instances. Only applies if ApplyPatching is true
Amazon Linux Instances.
Only applies if
ApplyPatching is true.

27. [Silver Plus Only] Select your choice of Apply Backup, Backup Retention Period and Custom
Backup Schedule options. This option is true by default for the Gold tier. Note that Custom Backup
Schedule and Backup Retention Period works for both Gold and SilverPlus services.

Apply Backup: false v [Optional] ApplyBackup on Instances. Always true for Gold tier
Custom Backup Schedule: [Optional] Cron to Indicate Custom Backup Schedule
Backup Retention Period: 30 v | Length of Time to Retain Instance Backups. Only applies if ApplyBackup is true

28. [Silver Plus Only] Select your choice of Apply EndPoint Protection and Apply Monitoring Options.
This option is true by default for the Gold tier.

v © 2018 DXC Technology Company. All rights reserved. 26
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Apply Endpoint false v [Optional] CloudStrike Agent applied to Instances. Always true for Gold tier
Protection:
Apply Monitoring: false v | [Optional]. Apply Monitoring on Instances. Always true for Gold tier.

29. Scroll down to the Management VPC Parameters section. Enter the desired CIDR block for the VPC
and subnet address ranges.

Management VPC Parameters:

Management VPC CIDR: 172.30.0.0/16 IP Address range for the Management VPC
Management Public 172.30.0.0/24 IP Address range for the Management VPC Public Subnet A
Subnet A CIDR:
Management Public 172.30.1.0/24 IP Address range for the Management VPC Public Subnet B

Subnet B CIDR:

Management Private 172.30.2.0/24 IP Address range for the Management VPC Private Subnet A
Subnet A CIDR:

Management Private 172.30.3.0/24 IP Address range for the Management VPC Private Subnet B
Subnet B CIDR:

30. Scroll down to the Workload VPC Parameters section. Enter the desired CIDR block for the VPC
and subnet address ranges.

Customer Workload VPC Parameters:

Customer Workload VPC 10.1.0.0/16 IP Address range for the Workload VPC
CIDR:
Customer Workload Public 10.1.0.0/24 IP Address range for the Workload VPC Public Subnet A

Subnet A CIDR:

Customer Workload Public 10.1.1.0/24 IP Address range for the Workload VPC Public Subnet B
Subnet B CIDR:

Customer Workload 10.1.2.0/24 IP Address range for the Workload VPC Private Subnet A
Private Subnet A CIDR:
Customer Workload 10.1.3.0/24 IP Address range for the Workload VPC Private Subnet B

Private Subnet B CIDR:

31. Click Next.

32. On the Options page, click Next again.

33. Onthe Review page, look at the values entered for the parameters.

34. Scroll to the bottom of the page and click | acknowledge that AWS CloudFormation might create
IAM resources with custom names.
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Capabilities

0 The following resource(s) require capabilities: [AWS::IAM::Role]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they
have the minimum required permissions. In addition, they have custom names. Check that the custom names are unique within your AWS

account. Learn more.

| acknowledge that AWS CloudFormation might create IAM resources with custom names.

35. Click Create.

The Master template starts execution. When it completes, you should see stacks similar to the

following with different names:

Create Stack v Actions v Design template

Filter: Active v

Stack Name
Master-VpcFlowLogsTemplateWorkload-OEEOB4W92Y3U
Master-VpcFlowLogsTemplateManagement-15PH60IAS33RQ
Master-ProductionVpcTemplate-1WOWSLTQS0SSN
Master-LinuxPatchingTemplate-13F3W6M62GJEX
Master-ManagementVpcTemplate-19I30CWIJ63PA
Master-LoggingTemplate-1FOR2QOVYJFOE
Master-BastionCoreTemplate-EP2SV1YJORM
Master-BackupRulesTemplate-3MXTFZ34U5QB
Master-LambdaTemplate-1NYFEXDECFMS3

Master

Created Time

2017-04-10 11:17:36 UTC-0500
2017-04-10 11:14:26 UTC-0500
2017-04-10 11:14:24 UTC-0500
2017-04-10 11:11:51 UTC-0500
2017-04-10 11:11:09 UTC-0500
2017-04-10 11:11:09 UTC-0500
2017-04-10 11:11:09 UTC-0500
2017-04-10 11:11:09 UTC-0500
2017-04-10 11:11:08 UTC-0500
2017-04-10 11:11:02 UTC-0500

Status

CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE

CREATE_COMPLETE

(& o
Showing 10 stacks

Description

CF Template to create VPC Flow Logs

CF Template to create VPC Flow Logs

Create Workload VPC

DXC Linux Patching Service

Create Management VPC

Initializes global resources and logging/monitorin
Creates required resources for bastion on-demar
CF Template to create Backup Lambda and Clou
CF Template to create DXC Managed Service La

DXC Managed Services - Customer Onboarding

The account is now configured. Patching, Logging, Backup and Monitoring Tags are applied at the subnet
level. Any instance(s) launched under these subnets (Private and Public) will inherit these settings
automatically. There is no need to define these options again while launching simple workload templates.
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VPC Dashboard [CECRST S Subnet Actions v

Filter by VPC:
Q Search Subnets and their proj X
Q selecta VPC
Name 4 SubnetID State VPC ~ IPv4 CIDR
Private Management A subnet-d464d 1bf available vpc-21f4154a | Management VPC 172.30.2.0/24
[ | Company Name Public 1A subnet-5e67d235 available vpc-45f6172e | Customer Worklo 10.1.0.0/24
JYourVecs Company Name Private 1B subnet-15¢cb2368 avai vpc-45f6172e | Customer Worklo 10.1.3.0/24
Subnets Company Name Public 1B subnet-e8c92195 available vpc-45f6172e | Customer Workio 10.1.1.0/24
Route Tables
Summary Route Table Network ACL Flow Logs Tags

Internet Gateways

You can add tags to your resources to help you organize them. For more information, see Tagging Your Resources

Egress Only Internet

Gateways

DHCP Options Sets

Key Value
Elastic IPs
. Name Company Name Public 1A
Endpoints
i ) Application Master-Silverplus-ProductionVpcTemplate-THNQBZ5S10Z4
Endpoint Services
ApplyBackup false
NAT Gateways
. ApplyEndpointProtection false
Peering Connections
ApplyLogging true
ApplyMonitoring true
Network ACLs ApplyPatching true
Security Groups BackupRetentionPeriod 30
- CustomBackupSchedule

To launch a workload, you must do the following:

o Create one or more key-pairs. A key-pair is needed during provisioning and when you connect to the
instance using SSH or RDP.

o Create one or more security groups. The security groups are specified on each instance when
provisioned.

Modifying the VPCs

In some cases, you might need to change the VPC configuration from the model shown above.
Especially, you might need to modify the Workload VPC to accommodate customer requirements. This
section describes changes that might be necessary and how to make these modifications.

Management VPC

The Management VPC is configured with two public subnets and two private subnets with one public
subnet and one private subnet in different Availability Zones. The public subnets are connected to the
Internet through an Internet Gateway resource. The private subnets are also connected to the Internet
using a NAT gateway. Peering is configured by default between the Management VPC and the Workload
VPC.

Currently the Management VPC is used only to support the Bastion Server that is used to connect to
customer workloads when you troubleshoot issues with instances. In the future, additional management
software might be configured to run in the Management VPC. For now, you might want to remove some
of the resources created in the Management VPC to save costs. The following list shows some of the
resources that can be removed. You can install the Management VPC as configured above and manually
remove the resources that are not needed.

.v‘ © 2018 DXC Technology Company. All rights reserved. 29

DXC Confidential Information



DXC Managed Services for AWS Delivery Guide

1. Remove private subnets. Currently these subnets do not support additional management services
so they can be removed. In addition, the NAT Gateways supporting a connection to the Internet can
be removed. If one or more of the private subnets are removed, you must first remove the VPC
peering configured with these subnets.

2. Remove a public subnet. Currently there are two public subnets. To reduce costs, you can remove
one of these subnets.

3. Change the Availability Zones where the subnets are located. Currently, the first two Availability
Zones are used to hold the subnets.

You might also want to add additional subnets to the Management VPC. To do this, you must determine

the proper CIDR for the subnet and add routes to the proper route tables.

Workload VPC

You probably need to customize the Workload VPC for each customer. This VPC is currently configured
identically to the Management VPC; that is, two public subnets and two private subnets spread across
two Availability Zones. Common changes you can make to the Workload VPC are similar to the
Management VPC:

1. Removing or adding private subnets

2. Removing or adding public subnets

3. Changing the Availability Zones used for the subnets

4. Modifying the peering

The CIDR blocks used for each subnet are parameters to the template that creates the Workload VPC
and its subnets. If you do not need to change the number of subnets, no modifications are needed. You
need to specify only the desired CIDR blocks during VPC creation.

Making Changes

The first way to make changes to the VPC configuration is to add the template as it currently exists and
manually modify the resources as desired. Perform this task from the AWS Console. See the AWS
documentation if you decide to manually modify the configuration. While this probably provides an
expedient way to make changes to the VPC configurations, it is not recommended. Instead, you should
modify the VPC templates and create the VPC configuration using the modified CloudFormation
templates. This way the desired configuration is documented by the templates.

To modify the CloudFormation templates, follow this procedure. This procedure assumes that you have
an empty account where no DXC Gold Managed Services were previously installed. If you already
executed some of these steps, skip to the appropriate starting step.

Creating the IAM Roles and Policies

To create IAM roles and policies:

1. Locate the Master Template in the us-east-1 region. The S3 bucket name should
be gold.dxc.prod.obe.us-east-1. The file is in the /deploy/cloudformation directory and is
named dxc-ms-main.yaml.
2. Execute this template in the us-east-1 region with the following parameters:
e Create IAM roles and policies: true
¢ Create support resources: false
¢ Create VPCs: false
Gold S3 Bucket Name: gold.dxc.prod.obe.us-east-1
e Gold Asset Path: deploy
e Customer Name: Enter the customer name

DXC Confidential Information
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e Switch to the region where workloads will be launched if this is different from us-east-1.

Creating the Supporting Resources

To create the supporting resources:

3. Locate the Master template again. The S3 bucket name will be gold.dxc.proj.obe.<region>. For
example, in the us-west-2 region, the bucket name would be: gold.dxc.prod.obe.us-west-2.

4. Execute the Master template in the desired region. For example, in the us-west-2 region you would

specify the parameters as:

Create IAM roles and policies: false

Create support resources: true

Create VPCs: false

Gold S3 Bucket Name: gold.dxc.prod.obe.us-west-2 (or the desired region)

Gold Asset Path: deploy

Customer Name: Enter the customer name

Notification Email Address: Enter the email address where CloudWatch alarms will be sent.

5. The above process creates a Customer Bucket in the same region with a copy of all Gold Managed
Services assets; in particular, the CloudFormation templates used to create the VPC. The customer
bucket will be named: dxc.customer.config-<AWS::Accountld>-<AWS::Region>. For
example: dxc.customer.config-211682634048-us-west-2.

Editing the VPC Templates

Edit the Management VPC, the Workload VPC templates, or both as necessary in the Customer S3
bucket. You must download the template to a local computer, edit it, and reload it into the Customer S3
bucket.

The Workload VPC template contains comments to show where modifications might commonly be made.
For example, to change the Availability Zone of a subnet, the current template contains this content:

Workload VPC Template — AZ Selection

# Public subnet A:
PublicSubnetA:
Type: AWS::EC2::Subnet
DependsOn:
- VPC
Properties:
VpcId:
Ref: VPC
CidrBlock:
Ref: PublicSubnetCIDRA
#1 >>>
AvailabilityZone:
Fn::Select:
- 'Ol
- Fn::GetAZs: "'
1 <<

This template section shows the beginning definition of the first public subnet in the Workload VPC. The
Availability Zone selected is simply the first Availability Zone in the region. A customer might want to
select a different Availability Zone, possibly using the direct name of the Availability Zone. For example, in
the us-west-2 region, the options would be us-west-2a, us-west-2b, and us-west-2c.
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A different section of the template contains the definition of the second private subnet:

Workload VPC — Second Subnet

# Private subnet B:
PrivateSubnetB:
Type: AWS::EC2::Subnet
DependsOn:
- VPC
Properties:
VpcId:
Ref: VPC

#1 >>>
AvailabilityZone:
Fn::Select:
_ 'll
- Fn::GetAZs: ''
#1 <<<
CidrBlock:
Ref: PrivateSubnetCIDRB
Tags:
- Key: Application
Value:
Ref: AWS::StackName
- Key: Network
Value: Private Subnet B
- Key: Name
Value:
Ref: PrivateSubnetNameB
- Key: SubnetType
Value: Private

Possible modifications in this section include:

1. Elimination of the second private subnet.

2. Duplication of the subnet to create a third private subnet.

3. Customization of the Availability Zone (as in the previous example).

The template also contains the basic routing definitions needed to support connections to the Internet.
You might need to change these definitions to match the new subnet configuration.

Whatever changes are required, you can modify the Management VPC template and the Workload VPC
template in the customer's S3 bucket and create the desired resources from the modified templates.

Adding the Management VPC

Because the configuration of the Management VPC will be different from what the Master template
provides for parameters, you must add the Management VPC template individually rather than using the
Master template.

1. Locate the Management VPC CloudFormation template in the Customer's S3 bucket and enter the
parameters based on the modified configuration. At a minimum, specify a CIDR for the VPC and at
least one public subnet.

2. Click through the remaining screens and build the Management VPC stack.
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3. Verify that the desired Management VPC configuration is present in AWS. If it is not, you can delete
the stack for the Management VPC and edit and add the template again.

Adding the First Workload VPC

Because the configuration of the Workload VPC will be different from what the Master template provides
for parameters, you must add the Workload VPC template individually rather than using the Master
template.

1. Locate the Workload VPC CloudFormation template in the customer's S3 bucket and enter the
parameters based on the modified configuration. At a minimum, specify a CIDR for the VPC and at
least one private subnet.

2. Click through the remaining screens and build the Workload VPC stack.

3. Verify that the desired Workload VPC configuration is present in AWS. If it is not, you can delete the
stack for the Workload VPC and edit and add the template again.

4. Repeat the Workload VPC process for additional Workload VPCs that you need to create. You might
need to duplicate the Workload VPC template and maintain a second Workload VPC template with
different configuration options than the first Workload VPC.

VPC Flow Logs

If the VPCs are added manually using the procedure above (where the Master template is not used), you
must also manually configure the VPC logging. The CloudFormation template used to create the flow logs
is named vpc-flow-logs.json and can be found in the customer's S3 bucket with the VPC creation
templates. The VPC Flow Logs template takes three parameters:

e VPC ID - The ID of the VPC where flow logs will be created.

o Traffic Type - The type of traffic to log. This parameter defaults to ALL. Other options are ACCEPT
and REJECT.

e Flow Log Name - The name of the CloudWatch Log Group where the logs will be stored. This
parameter defaults to VPCFlowLogs. Continue to use this Log Group name or you can use a different
Log Group name for each VPC if desired.

Execute the VPC Flow Logs template for each VPC created, which includes the Management VPC and

all Workload VPCs.

By default, log data is stored in CloudWatch indefinitely. You can configure how long to store log data in a
log group. Any data older than the current retention setting is automatically deleted. You can change the
log retention for each log group at any time.

To change the logs retention setting:

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.
In the navigation pane, click Logs.

For Expire Events After, choose the retention setting to change.

In the Edit Retention dialog, select a log retention value.

. Choose OK.

VPC Peering

Using the default setup in the Gold Managed Services CloudFormation templates, peering is configured
between the Management VPC and the Workload VPC according to the "Logical Configuration" section
above. This results in six routes: three from the Management VPC subnets and three from the Workload
VPC subnets:

aprwdhPE
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Management Public Router to Workload VPC
Management Private Router A to Workload VPC
Management Private Router B to Workload VPC
Workload Public Router to Management VPC
Workload Private Router A to Management VPC
Workload Private Router B to Management VPC

ok wnE

A simple CloudFormation template sets up these routes and is called PeeringRoute.yaml. This template
takes three parameters:

1. Peering Connection ID - The ID of the existing peering connection created between the VPCs.
2. Target CIDR - The CIDR of the VPC where the traffic will be targeted.
3. Source VPC Route Table ID - The ID of the subnet's route table where the route will be added.

Following is a simplified diagram of the structure:
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| L

Q
Source VPC Subnet

Route Table
(rtb-63e13905)

gy 3

U

New Route

Peering Connection
(pcx-9e56def7)

. :

q
Target VPC
CIDR: 10.1.0.0/16

The Peering Connection must already exist. Example parameters might look like this:

e Peering Connection: pcx-9e56def7

¢ Route Table: rtb-63e13905

e CIDR: 10.1.0.0/16

The Peering Connection is normally created by the Workload VPC template. The peering routes are
normally created by the same Workload VPC template. If you change the Management VPC or Workload
VPC, you might need to modify the peering. For each subnet, you must determine if a peering route
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should be constructed to the other VPC. Using the parameters of the target VPC, the source route table,
and the peering connection, create the new route.

Fixing AWS Config Stack Failure Caused by Existing
Recorder and Delivery Channel

AWS allows only one AWS Config Recorder and one Delivery Channel per region. This document
provides the steps to fix the issue caused by the failed execution of a CFT that enables the AWS Config
service for a customer (for a specific region).

Scenario

AWS Config stack fails due to the following:

An AWS Config Recorder already exists for a customer in a given region.
A Delivery Channel already exists for a customer in a given region.

The above scenario can occur if:

The AWS Config service was enabled manually through the AWS console. Note that turning Recorder
'Off does not delete the existing recorder from the region for a particular customer.

AWS Config service was enabled via executing the main stack (dxc-ms-main.yaml), but the stack fails
after it enabled and configured AWS Config for a customer for a particular region. In this case the main
stack should be rolled back, but for some odd reason rollback does not delete all the resources
completely.

AWS Recorder and Delivery Channel cannot be deleted using the AWS console. The AWS CLI must be
used to delete the Recorder and Delivery Channel. Please use the following steps to do so.

Deleting the AWS Config Recorder
To delete an AWS Config Recorder:

1. Issue the following AWS CLI command to view the existing Config Recorder:
aws configservice describe-configuration-recorders --profile <profilename>

2. Copy the name of the Recorder from the output provided by the above command as shown in the
screenshot below:

$ aws configservice describe-configuration-recorders --profile devseoul
{
L
"ConfigurationRecorders™: [
g
L
"recordingGroup™: {
"allsupported”: true,
"resourceTypes": [],

"includeGlobalResourceTypes": false

}l
"roleARN": "arn:aws:iam::225992052696:role/service-role/config-role-ap-northeast-2",
"name": "default”

3. lIssue the following command to delete the Recorder, using the name listed above (in step 2):
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aws configservice delete-configuration-recorder --configuration-recorder-name
default --profile <profilename>

4. The above command deletes the existing Config Recorder. Run the describe-configuration-
recorders command to verify. You should see no Config Recorder for the customer for the region as

shown in the screenshot below.

$ aws configservice describe-configuration-recorders --profile devseoul
g

"ConfigurationrRecorders": []

Deleting the Delivery Channel

To delete a Delivery Channel:

1. lIssue the following AWS CLI command to view the existing Delivery Channel:

aws configservice describe-delivery-channels --profile <profilename>

2. Copy the name of the Delivery Channel from the output provided by the above command as shown in
the screenshot below:

$ aws configservice describe-delivery-channels --profile devseoul

{

"DeliveryChannels": [
{

L
"snsTopicARN": "arn:aws:sns:ap-northeast-2:225992052696:config-topic”,

"name": "default",
"s3BucketName™: “"master-gold-tsyed-seoul-rawsconfigbucket-1lit7pcsxtg2eo”

3. Issue the following command to delete the Delivery Channel, using the name listed above (in step 2):
aws configservice delete-delivery-channel --delivery-channel-name default --

profile <profilename>

4. The above command deletes the existing Delivery Channel. Run the describe-delivery-
channels command to verify. You should see no Delivery Channel for the customer for the region as

shown in the screenshot below.

$ aws configservice describe-delivery-channels --profile devseoul

{

}

"DeliveryChannels": []

Try running the AWS Stack (or the main stack that runs the AWS Stack as well) again
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Configuring Billing

To learn about how to configure billing, read
the CloudCheckr AWS New Client Onboarding Guide.
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Creating S3 Buckets for the Customer Account

This section describes the S3 buckets that are created in
the customer's account.
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Customer Bucket

The Customer bucket is created during onboarding and contains a full copy of the DXC Gold Managed
Service AWS components. These components include the CloudFormation templates used to create the
infrastructure in the customer's account. These templates are provided so that they can be modified. The
VPC template usually requires modification to support the customer's desired configuration.

A Customer bucket is created in each region where instances will be provisioned. The name of the bucket
follows this convention:

dxc.customer.config-<AWS::Accountld>-<AWS::Region>
For example:
dxc.customer.config-211682634048-us-west-2

Archive Logs S3 Bucket

The Archive Logs bucket is used to hold archived logs. The default configuration is to hold archived logs
for 90 days and then move the archived logs to Glacier.

CloudTrail S3 Bucket

The CloudTrail bucket holds CloudTrail logs. The logs are archived to the Archive Logs S3 bucket and
then eventually to Glacier according to the retention settings.
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Creating IAM Roles and Policies

v
A

This section describes the IAM Policies, Roles, Profiles

and Users, and User Groups created by the IAM template.

If the Master template has run successfully, this section
can be skipped. This section describes what the IAM
template configures and how it can be run individually
outside of the Master template.

© 2018 DXC Technology Company. All rights reserved.
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Permissions

A Delivery Engineer needs Admin privileges to the customer AWS account to run the template
individually.

Requirements

There are no CloudFormation template prerequisites for the IAM template. You must create a
CloudCheckr ID for the customer before you create the IAM stack.

Creation

The IAM stack is normally created as part of the Master template execution. You can also create the I1AM
stack by executing the IAM.yaml CloudFormation template. There is a single parameter:

CloudCheckr Customer ID - This is an ID created through the CloudCheckr web portal. A unique 1D
is created for each customer account.

The IAM stack is always created in the us-east-1 region. This is done to facilitate a lookup process to
retrieve the roles during the creation of other Gold Managed Services.

CloudCheckr Integration

When the IAM stack is complete, a CloudCheckr role is created. This role has read access to most
services in AWS. The role ARN is generated as part of the IAM stack:

Overview Outputs Resources Events Template Parameters Tags Stack Policy Change Sets _ B =]

R A ole/CSCMS.Cl
CSCCloudCheckrRole am:awsiam:211582634046:r0le/CSCMS-C CSCCloudCheckrAole
oudCheckrRole

The ARN for the CloudCheckr role is fed back to the CloudCheckr web portal to register the role for this
account with CloudCheckr.

Other Roles

The following roles are created by the IAM template:

o Default Instance Role - This role is assigned to instances (through the Default Instance Profile) to
allow instances access to some of the AWS functions.

e Linux Patching Role - This role allows for patching of Linux instances.

e Windows Patching Role - This role allows for patching of Windows instances.

¢ VPC Flow Logs Role - This role allows creation of VPC Flow Logs.

User Groups

The following User Groups are created by the IAM template:

e Delivery Power Admin - Provides the following privileges:
e arn:aws:iam::aws:policy/AmazonS3ReadOnlyAccess
e arn:aws:iam::aws:policy/AmazonEC2ReadOnlyAccess
e arn:aws:iam::aws:policy/AWSCloudTrailFullAccess
e arn:aws:iam::aws:policy/AWSOpsWorksFullAccess
e Full Admin - Provides the arn:aws:iam::aws:policy/AdministratorAccess privilege
e Delivery Read Only
e Customer Read Only
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Policies

The following Policies are created by the IAM template:

Linux Patching Policy - Assigned to the Instance Role

Windows Patching Policy - Assigned to the Instance Role

CloudWatch Logs Policy - Assigned to the Instance Role

CloudWatch Events Policy - Assigned to the Instance Role

S3 Policy - Allows all S3 functions except Delete Bucket; assigned to the Instance Role
Delivery Power Admin - Assigned to the Delivery Power Admin Group

Delivery Read Only - Assigned to the Delivery Read Only Group

Instance Profile

A default Instance Profile is created by the IAM template. This Instance Profile is assigned to instances
created by the Gold Managed Services.

v © 2018 DXC Technology Company. All rights reserved.
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Creating Lambda Functions

As part of the customer on-boarding process, several
Lambda functions are added to the customer

account. This section describes the Lambda functions and
their purpose.

v © 2018 DXC Technology Company. All rights reserved.
A DXC Confidential Information

44



DXC Managed Services for AWS Delivery Guide

Utility
These Lambda functions are general purpose functions and used during onboarding or when an instance
is provisioned:

e populateCustomer - This function is created and used during the on-boarding process. It creates and
populates the Customer S3 bucket. Currently, it copies the DXC Gold Managed Service components to
the Customer S3 bucket to support VPC customization. Other onboarding functions might be added in
the future.

¢ lookupExport - This function is used during onboarding and during instance provisioning. It looks up
the value of an Export from CloudFormation stacks in a region. The name of the Export and the region
are inputs to this function.

¢ lookupRole - This function is used during onboarding and during instance provisioning. The function
looks up an IAM role and returns the role ARN.

e getSOEs - This function is used during instance provisioning. The function finds the latest version of a
DXC SOE AMLI. The input parameter is the name of the OS. Currently SOEs are tagged as either
rhel6.7, rhel7.2 or win2012.

Managed Services

These Lambda functions are used to support the DXC Gold Managed Services:

e backupHandler - This function creates volume snapshots using a predefined schedule. It also
removes old snapshots that have reached their retention date.

e backupHealth - This function checks the backup system to verify that snapshots are being created
correctly.

Bastion Service

These Lambda functions are used to support the Bastion server that is used to connect to customer
workloads when troubleshooting issues:

e BastionCreateLocalAcct - Creates a temporary user account on the target instance.
BastionCreatelngressRuleOnTargetinstance - Creates a temporary ingress rule on the target
instance.

e BastionRandomUserAndPwd - Creates a random user name and password.

e BastionTremExpired - Creates a timer event to remove the Bastion server after a specified interval.

Linux Patching Service

These Lambda functions are used to support the Linux Patching Service.

createLinuxPatchingBaseline - Creates configured yum.conf and versionlock.list files for a created
policy. Creates the files to the user's specification and installs the files in the correct policy directory.
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Sharing SOE AMIs

The Offering Build Team has provided a set of SOE AMIs to use when provisioning instances. AMIs must
be shared into the customer account for the Simple Linux and Simple Windows templates to successfully
provision.

Sharing Images
To share images across AMIs into the customer account:

1. Log into the PROD OBE AWS account.

2. Switch to the desired region.

3. Under Images, click AMIs to share the images from each region to each client account.
4. Select AMI ID, and then from the Actions menu, click Modify Image Permissions.

EC2 Dashboard m Actions

Evenis
Tags )

Reports

Limits AMIID * Source Owner Visibility *  Status

" PE-RHELE.7-v1.6 ami-Jacabfic 2B4Z65742084/05-S0E-RHELE. T-v1.6 ZBATHST42084 Private
Instances

Spot Aequests
Reserved Instances
Scheduled Instances
Dedicated Hosts

AMIs
Bundie Tasks

5. Onthe Modify Image Permissions page, type the client's AWS Account Number and click Add
Permission.
Note: You can obtain the AWS account number from an existing ARN of an IAM user.
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Modify Image Permissions X

This image Is currently:  Public = Private

AWS Account Number
Thiz image curmently has mo permissions

AWS Account Numbar Add Permission

Add create volume® permissions 1o the following associated snapshols wiven crgating enmissions:
= Snap-05268172504ed 1900

Click Save.

6
7. Log out of this account or open up a different browser and log in to the Customer AWS account.
8. Goto EC2 and click Launch Instance.

9. Click My AMIs and ensure that Shared with me is selected under Ownership.

Step 1: Choose an Amazon Machine Image (AMI) Cancel and Exit
An AMI is a template that contains the software configuration (operating system, server, and i 15) required to launch your instance. You can select an AMI provided by AWS, our user community, or the AWS|
Marketplace; or you can select one of your own AMIs.
Quick Start 1to 7 of 7 AMIs
), Search my AMIs x
My AMIs
QS-SOE-RHEL6.7-v1.7 - ami-1431a174 m
AWS Marketplace L
QS-SOE-RHELB.7-v1.7 B4-bit
Community AMIs Root device type: ebs  Virtualization type: hvm  Owner: 284265742084  ENA Enabled: No
+ Ownership s QS-SOE-RHEL7.2-v1.6 - ami-2d0e874d m
QS-SOE-RHEL7 .2-v1.6
Owned by me ! 64-bit
Rootdevice type: ebs  Virtualization type: hvm  Owner: 284265742084  ENA Enabled: No

The AMI that was shared from the other account should be listed.

Note: For the AMiIs to provision successfully, ensure that the tags are present after the AMI has been
shared into the customer account. If they are not, add the tags to the AMI.

Name - Full name (QS-SOE-RHEL7.2-v1.7, QS-SOE-RHEL6.7-v1.7, QS-SOE-Win2012-v1.5)

ami - quicksilver

0s - rhel7.2, rhel6.7, or win2012, depending on the operating system

version - AMI version (for example, v1.6)

To add tags:

1. Click Select to select the instance for which you want to add the tags.
2. Click Next until you get to Step 5: Add Tags.
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Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both.
Tags will be applied to all instances and volumes. Learn more about tagging your Amazon EC2 resources.

Key (127 characters maximum) Value (255 characters maximum)

This resource currently has no tags

Choose the Add tag button or click to add a Name tag.
Make sure your |AM policy includes permissions to create tags.

Add Tag (Up to 50 tags maximurm)

3. Click Add Tag for each tag you are adding, and fill in a value for Key and Value for each tag.

Step 5: Add Tags

A tag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver.
A copy of a tag can be applied to volumes, instances or both.

Tags will be applied to all instances and volumes. Learn more about tagging your Amazon EC2 resources.

Key (127 characters maximum) Value (255 characters maximum), Instances | Volumes |
Name QS-SOE-RHEL7.2-v1.7 [x]
ami quicksilver [x]
os rhel7.2 [x]
version 1.7 [x]
Add another tag (Up to 50 tags maximum)

4. When you have added all the tags, click Next to proceed to the next step.

Creating a Linux AWS AMI

The creation of a Linux AWS AMI is done by executing an automation document. Then automation
document is created by executing a CloudFormation Template. This stack is created as a dependent
stack via the execution of the main dxc-ms-main.yam| CloudFormation Template. If this template
has not been executed, then the following CloudFormation Template will need to be executed
(assuming a customer bucket of ga.gold.dxc.obe.dev has been created) to create the following
automation document:

https://s3.amazonaws.com/ga.qgold.dxc.obe.dev/deploy/cloudformation/QS-CreateLinuxAMI.json

To verify that the template exists:

1. Log into your AWS console, and go to CloudFormation.

v © 2018 DXC Technology Company. All rights reserved. 48
A DXC Confidential Information


https://s3.amazonaws.com/qa.gold.dxc.obe.dev/deploy/cloudformation/QS-CreateWinAMI.json

DXC Managed Services for AWS Delivery Guide

AWS services

i a
v Recently visited services
CloudFormation Q S3 @ EC2
<> CloudFront <3 VPC
> All services
2. In CloudFormation, search for a CloudFormation template
with either CreateRhelAMIAutomation or CreateAmazonLinuxAMIAutomation in its name. This
template should have already been created by the master template (dxc-ms-main.yaml). If this
template exists, skip to the "Running the Automation” section. If the template doesn't exist,
continue with the next step.
3. In CloudFormation, click Create Stack.
@ CloudFormation v  Stacks
Actions v Design template (& &
Filter: Active v Showing 0 stacks

Create a stack

AWS CloudFormation allows you to quickly and easily deploy your infrastructure
resources and applications on AWS. You can use one of the templates we provide to
get started quickly with applications like WordPress or Drupal, one of the many
sample templates or create your own template.

You do not currently have any stacks. Choose Create new stack below to create a
new AWS CloudFormation stack.

Create new stack

Create a StackSet

A StackSet is a container for AWS CloudFormation stacks that lets you provision
stacks across AWS accounts and regions by using a single AWS CloudFormation
template.

4. Onthe Select Template page, click Specify an Amazon S3 template URL, and paste the S3 bucket
URL into the field. In our example this URL
is: https://s3.amazonaws.com/ga.qgold.dxc.obe.dev/deploy/cloudformation/QS-
CreateSilverPlusAmazonLinuxAMI.json
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Create stack

| Select Template Select Template
Specify Details
Options Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit.

Review

Design a template Use AWS CloudFormation Designer to create or modify an existing template. Learn more.

Design template

Choose a template A template is a JSSON/YAML-formatted text file that describes your stack's resources and their properties. Learn more.

Select a sample template

o

Upload a template to Amazon S3

Choose File No file chosen
© Specify an Amazon S3 template URL

https://s3.amazonaws.com/qa.gold.dxc.obe.dev/deploy/clc | View/Edit template in Designer

Cancel Next

o

Click Next.

6. On the Specify Details page, in the Stack name field, type a descriptive name for the stack, and
then click Next. Include either Rhel or AmazonLinux in the name, to denote which breed you're
creating.

Create stack

Select Template Specify Details

Specify Details

Options Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the
AWS CloudFormation template. Learn more.

Review

Stack name CreateAmazonLinuxanml

Cancel Previous Next

7. Click Next through the upcoming pages until you have reached the final page. On the final page,
acknowledge the creation of IAM resources, and then click Create.
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Tags
No tags provided
Advanced

Notification

Timeout
Rollback on failure

Capabilities

none
Yes

0 The following resource(s) require capabilities: [AWS::IAM::Role]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they
have the minimum required permissions. In addition, they have custom names. Check that the custom names are unique within your AWS

account. Learn more.

| acknowledge that AWS CloudFormation might create 1AM resources with custom names.

Cancel

Previous Create

When the stack has been created you will see a CREATE_COMPLETE status. The automation is
ready for use at this point.

o Introducing StackSets

(]

AWS StackSet is a container for a set of AWS CloudFormation stacks and allows you to create stacks across multiple AWS Accounts and AWS Regions. Open the StackSets

console to get started.

Create Stack v Actions ~

Filter: Active v

Stack Name

CreateLinuxAMI
CreateWinAMI
reset-windows-administrator
burt2012

re-rhel72

Running the Automation

Design template

Created Time

2017-08-25 00:08:40 UTC-0400
2017-08-24 12:34:17 UTC-0400
2017-08-23 23:27:08 UTC-0400
2017-08-23 23:17:54 UTC-0400

2017-08-22 11:05:41 UTC-0400

To run the automation:

Status

CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE
CREATE_COMPLETE

CREATE_COMPLETE

1. Log into your AWS console and go to EC2.

v
D, ¢
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Showing 31 stacks

Description
Create Linux AMI
Create Windows AMI

DXC Reset Windows Local Administrator Password

Creates a simple Linux Instance with optional volumes
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History
CloudFormation

Console Home

[

] Group

A-Z

. @ Compute &5 Developer Tools & Analytics Application Services
EC2 CodeStar Athena Step Functions
EC2 EC2 Container Service CodeCommit EMR SWF
CloudFront Lightsail CodeBuild CloudSearch API Gateway
VPG Elastic Beanstalk CodeDeploy Elasticsearch Service Elastic Transcoder
Lambda CodePipeline Kinesis
Batch X-Ray Data Pipeline i
(=)} Messaging
QuickSight .
AWS Glue Simple Queue Service
£ storage ﬁ Management Tools Simple Notification Service
S3 CloudWatch Simple Email Service
EFS CloudFormation € Arificial Intelligence
Glacier CloudTrail Lex - ) .
Storage Gateway Config Amazon Polly .
OpsWorks Rekognition W°"(D°?s
® Datab Service Catalog Machine Learning WorkMail
—— Trusted Advisor Amazon Chime
RDS A
Managed Services "
Dynamobi @’ it KX Thioe B3 Desktop & App Streamin
ElastiCache AWS loT 9
Amazon Redshift ? Security, Identity & AWS Greengrass WorkSpaces
Compliance AppStream 2.0
‘/us-west-2. le.aws. /ec2/s ? st-2
2. Under SYSTEMS MANAGER SERVICES in the left pane, click Automations.
Load Balancers < Resources c‘
Target Groups You are using the following Amazon EC2 resources in the US West (Oregon) region:
=/ AUTO SCALING 0 Running Instances 1 Elastic IPs
Launch Configurations 0 Dedicated Hosts 60 Snapshots
Auto Scaling Groups 0 Volumes 0 Load Balancers
SYSTEMS MANAGER 1 Key Pairs 2 Security Groups
=/ SERVICES
© 0 Placement Groups
Run Gommand
State Manager ®
Confiquration Just need a simple virtual private server? Get everything you need to jumpstart your project - compute,
igurati
Comp?liance storage, and networking - for a low, predictable price. Try Amazon Lightsail for free.

Automations

Patch Compliance Create Instance

Patch Baselines To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

SYSTEMS MANAGER
=/ SHARED RESOURCES Launch Instance
Managed Instances
Note: Your instances will launch in the US West (Oregon) region

Activations

Documents Service Health C* Scheduled Events o
Maintenance Windows

Parameter Store Service Status: US West (Oregon):

Patches @ US West (Oregon): No events

Thin rambans in Aanaradins searesalbhs

© 2018 DXC Technology Company. All rights reserved.
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3. Onthe EC2 Systems Manager - Automation page, click Run automation document.

Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

=/ LOAD BALANCING

Load Balancers

Target Groups

=| AUTO SCALING

Launch Configurations

Auto Scaling Groups

SYSTEMS MANAGER

= SERVICES

Run Command
State Manager

Configuration
Compliance

Automations
Patch Compliance

Patch Baselines

SYSTEMS MANAGER

= SHARED RESOURCES

Managed Instances

4

EC2 System Manager - Automation

EC2 System Manager is a scalable tool for remotely administering your instances running in EC2 or on-premises.
Find out more about EC2 System Manager.

Automation simplifies common maintenance and deployment tasks, such as updating Amazon Machine Images. You can use automation to quickly build
automation workflows, while flow control, event logs, and pro-active event notifications keep you informed of progress and simplify debugging.

Before you use automation, you must set up IAM roles and permissions. Find out more about Automation IAM roles and permissions.

Run automation document

Automation getting started

v 7 —_
Qﬁ* E —

Set up IAM Roles and Run an automation document Monitor your automation
Permissions

4. From the list of automation documents, select the Gold or SilverPlus Linux AMI creation automation
that you created previously. Note that there are now two Linux automation documents you can
execute: CreateRhelAMIAutomation and CreateAmazonLinuxAMIAutomation.

\ 4
Y
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Automation executions > Run automation

Specify your document and parameter details below to run an automation process

Document name*  €)

Owned by Me or Amazon v () Filter by attributes 1to 10 of 10
Name Owner Platform type
U U pus G rusnazon rrm s Can
AWS-UpdateWindowsAmi Amazon Windows, Linux
AWSSupport-ResetAccess Amazon Windows, Linux
AWSSupport-ExecuteEC2Rescue Amazon Windows, Linux

CreateSilverPlusWinAMI-rCreateSilverPlusWindowsAMIAutom. .. 211682634048 Windows, Linux
CreateGoldWinAmi-rCreate GoldWindowsAMIAutomation-A30.. .. 211682634048 Windows, Linux
(] CreateSilverPlusAmazonLinuxAmi-rCreateSilverPlusAmazonLi 211682634048 Windows, Linux
CreateGoldAmazonLinuxAmi-rCreateGoldAmazonLinuxAMIAut. 211662634048 Windows, Linux
CreateSilverPlusRhelAmi-rCreateSilverPlusRhelAMIAutomatio... 211682634048 Windows, Linux
CreateGoldRhelAmi-rCreateGoldRhelAMIAutomation-10VPIES . 211682634048 Windows, Linux

Version | $DEFAULT -~ C e
Created  Oclober 10, 2017 at 4:35:45 AM UTC-7

Description  Updates AMI with Linux distribution packages and Amazon software. For defails,see https://docs_aws.amazon.com/AWSEC2/latest/UserGuide/sysman-ami-

walkthrough.html

5. Inthe Input parameters section, configure the following parameters:

Parameter Description
KeyName An EC2 Key Pair in the region and account where the automation is being run.
SourceAmild The AMI under which the new AMI will be created. This is our starting product.

The default shown is the supported AMI we use from AWS for RHEL v7.2 or
Amazon Linux, depending on which automation document you execute. If you
wish to create a RHEL v6.7 AMI (the only other version supported by our
product), do a search in the AWS Community AMIs list for "RHEL-6.7" provided
by Red Hat, Inc., and use that AMI ID for this field.

IncludePackages  The packages to be updated on the instance. Usually this is set to the default

of all.
OSVersion OS version. This needs to be unique under all OSName type AMIs for your
region.
v © 2018 DXC Technology Company. All rights reserved. 54
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OSName

CustomerBucket

Subnetld

TargetAmiName

InstanceType

SecurityGroup

ExcludePackages

Description

Input parameters

The name of the Linux version for which you are creating the AMI. Must be

either "rhel7.2" or "rhel-6.7" for the RHEL automation, or "amazon-linux" for the
Amazon Linux automation.

The name of the customer bucket from which assets will be pulled.

The subnet to which the Source AMI will be connected.

This is the prefix used in the creation of the AMI name for the newly created

Linux AMI.

The EC2 Instance Type used to launch the Source AMI-created virtual machine.

The security group on the VPC associated with the Subnetld to which the

instance built upon the Source AMI is connected. This security group should
allow for RDP (port 3389) access.

The packages that will not be updated. Usually this is set to the default of none.

Updates AMI with Linux distribution packages and Amazon software. For details,see

https://docs.aws.amazon.com/AWSEC2/|atest/UserGuide/sysman-ami-walkthrough.html

Variable name
KeyName
SourceAmild

IncludePackages

OSVersion
OSName
CustomerBucket
Subnetid

TargetAmiName

InstanceType

SecurityGroup

ExcludePackages

Type
String
String
String

String
String
String
String

String

String
String

String

6. Click Run automation.

After the automation has successfully run, click the View Output link on the Description tab.

v
D, ¢

Description

(Required) The source Amazon Machine Image ID. ami-
920988

(Optional) Only update these named packages. By
default ("all"), all available updates are applied.

(Optional) The name of the new AMI that will be created.
Default is a system-generated string including the
source AMI id, and the creation time and date.
(Optional) Type of instance to launch as the workspace
host. Instance types vary by region. Default is t2.micro.

(Optional) Names of packages to hold back from
updates, under all conditions. By default ("none"), no
package is excluded.

© 2018 DXC Technology Company. All rights reserved.
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Value
burt-qa-east-1
ami-adc7edb2

all

v1.0
rhel-7.3

dxc.customer.config-27

subnet-476a8723

QS-SOE-RHEL7.3

t2.micro

sg-1b5e516a

none|

Cancel

Run automation
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Placement Groups

Q Filter by attributes 1to 50 of more >

Key Pairs
Network Interfaces Execution ID Document name Version Status Start time End time Run by
LOADBALANGING @ 35de2426-7e0b-11e... CreateLinuxAMI-rCr... 1 & Success August 10,2017 at...  August10,2017at...  bwalsh21
Load Balancers .

6c7b4570-7e0a-11e...  CreateLinuxAMI-rCr... 1 & Success August 10, 2017 at ... August 10, 2017 at ... bwalsh21
Target Groups

a50366a1-7bb5-11e... CreateLinuxAMI-rCr... 1 W Failed August 7,2017 at 5:....  August 7, 2017 at 5.... bwalsh21
AUTO SCALING 7e638e65-7bb5-11e...  CreateLinuxAMI-rCr... 1 & Success August 7,2017 at5:....  August7,2017 at5.... bwalsh21
Launch Configurations

7528a5d7-7bb3-11e...  krrug-rCreateLinux... 1 & Success August 7,2017 at5:....  August7,2017 at5:.... bwalsh21
Auto Scaling Groups

de7bc296-7bb1-11e...  rrug-rCreateLinuxA... 1 & Failed August 7,2017 at4:... August7,2017 at4:.... bwalsh21

AANAGEF

c36b509e-7bb0-11e...  asdfasdfa-rCreatel.i... 1 & TimedOut August 7,2017 at4:... August7,2017 at4:.... bwalsh21

Run Command
Automation execution: 35de2426-7e0b-11e7-9ef6-e5713dd2934f _ NN
State Manager
Configuration Description Ste Inputs
Compliance P 23
Automations
: Execution ID  35de2426-7e0b-11e7-9ef6- Document name CreateLinuxAMI-
Patch Compliance €5713dd2934f rCreateLinuxAMIAutomation-
Patch Baselines 1BZMWF3X6UXE1
Version 1 Starttime  August 10, 2017 at 4:33:47 PM UTC-
4
Status @ Success End time August 10, 2017 at 5:00:50 PM UTC-

Managed Instances

The id of the newly created AMI will be listed under View execution outputs from the Actions menu.

Automation executions > View execution outputs

View execution outputs

View execution outputs: 807008a0-88ea-11e7-b971-87438e8df394

Createlmage.lmageld : ami-72edeb09

Creating a SUSE AWS AMI

Supported AMls

SUSE Linux Enterprise Server 12 SP3
SUSE Linux Enterprise Server for SAP Applications 12 SP3
Prerequisites

AMIs from AWS Marketplace with a billing code may require user to subscribe at the Marketplace.
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> @ Secure https://aws.amazon.com/marketplace/pp/B077BSM.DF o

v aws marketplace
View Categories ~

AMI & S3aS ~

Your Saved List

SUSE Linux Enterprise Server for SAP Applications 12
SP3

by: Amazon Web Services

Typical Total Price

$3.170/hr

SUSE Linux Enterprise Server for SAP Applications is an advanced set of SUSE products,
features and support optimized for mission-critical SAP applications and SAP HANA

v Show more
View Detaits
Linux/Unix (0)

Overview Pricing Jsage Support Review

To create any one of the supported operating systems, the following Automation Documents need to be
available in the region where the AMIs are to be created.

oo oo e

Owned By Me ~ (] Filter by atiributes 1to80of8
Name Document Type Owner Platforms Default Version Document Format
Master-Gold-CreateAmazonLinuxAMIAutomation-14R9UKPEN. . Automation 276390169366 Windows, Linux 1 JSON
Master-Gold-CreateLinuxBackupSnapshotAutomation-1LSJXA... Automation 276390169366 Windows, Linux 1 JSON
Master-Gold-CreateRhelAMIAutomation-Q1GWAQBDFEVS-rCr.. Automation 276390169366 Windows,Linux 1 JSON
Master-Gold-CreateSuseAMIAutomation-1KIOPCEWSSIQJ-rCr Automation 276390169366 Windows, Linux 1 JSON
Master-Gold-CreateWinAMIAutomation-RXOSXNCXZBRK-rCr... Automation 276390169366 Windows, Linux 1 JSON
Master-Gold-CreateWindowsBackupSnapshotAutomation-1ER... Automation 276390169366 Windows, Linux 1 JSON
Master-Gold-LinuxUpgrade Template-CWZZEMBXLE2H-rLinux... Command 276390169366 Linux 1 JSON
Master-Gold-UpdateWindowsLocalAdministratorAccountTempl Command 276390169366 Windows, Linux 1 JSON

These documents are created when Master stack (dxc-ms-main.yaml) is created in a region.

Running the Automation
1. Under SYSTEMS MANAGER SERVICES in the left pane, click Automations.

If this is the first time you are running automation document, you should see a splash screen like
below

Snapshots < a
. EC2 System Manager - Automation

Security Groups

Elastic IPs EC2 System Manager is a scalable tool for remotely administering your instances running in EC2 or on-premises.

Placement Groups
Key Pairs

Network Interfaces

Load Balancers
Target Groups

Launch Configurations
Auto Scaling Groups

Run Command
State Manager

Configuration
Compliance

Automations
Patch Compliance

Patch Baselines

Find out more about EC2 System Manager.

Automation simplifies common maintenance and deployment tasks, such as updating Amazon Machine Images. You can use automation to quickly build automation workflows, while flow control, event
logs, and pro-active event notifications keep you informed of progress and simplify debugging.

Before you use automation, you must set up IAM roles and permissions. Find out more about Automation |IAM roles and permissions.

Run automation document

Automation getting started

2
14
o )
o —
Set up IAM Roles and Permissions Run an automation document Monitor your automation
An automation document defines the steps that will run as part of Run an AWS automation document or create your own, and Once you have run your automation you can monitor progress on
your automation. You can create your own automation document  execute your workflow. each of the steps within the automation to ensure the desired

through the API or CLI or use one of Amazon's predefined results.
automation documents.

2. Onthe EC2 Systems Manager - Automation page, click Run automation document.

3. Select the automation document from the list.
Tip: It is often easier to find the preferred document using the filters, for example "Owned By Me",
"Name".
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Automation executions > Run automation

Specify your document and parameter details below to run an automation process.

Document name*

o

Owned By Me v () Name : Master-CreateSuse Add filter 1to1of1

Name Owner Platform type

L] Master-CreateSuseAMIAutomation-FNMCKJYXBFHO-rCreateS... 276390169366 Windows,Linux

4. Inthe Input parameters section, configure the following parameters:

Parameter

KeyName

OutputBucket

SourceAmild

IncludePackages

OSVersion

OSName

Subnetld

TargetAmiName

InstanceType

Description
An EC2 Key Pair in the region and account where the automation is being run.

Bucket name where runCommand outputs are saved. By default they are saved in
customer config bucket.

(Required) The source image Id for SUSE Linux Enterprise Server for SAP Applications 12
SP3. Default is SUSE recommended SLES SAP SP3 AMI Id.

Note:

Default Source AMI Id is for SUSE Linux Enterprise Server for SAP Applications 12
SP3.

If you are using SUSE Linux Enterprise Server 12 SP3, this AMI Id should be an AWS
provided SLES 12 SP3 AMI Id.

The packages to be updated on the instance. Usually this is set to the default ofall.
Represent the platform version, with which this AMI has been delivered.

Tag the new image with this name. OSName is used by the workload template to fetch the
correct image. Allowed tags for SLES images are:

sles12-sp3-sap - SUSE Linux Enterprise Server for SAP Applications 12 SP3
sles12-sp3 - SUSE Linux Enterprise Server 12 SP3

(Required) Subnet Id where the required instance is launched.

The name of the new AMI that will be created. Default name is DXC_SUSE_12 SP3 SAP
and the creation time and date.

Type of instance to launch as the workspace host. Default Instance Type is r3.8xlarge
(Vendor Recommended) for SLES SP3 SAP image.

Note: If you are using SUSE Linux Enterprise Server 12 SP3, instance type can be
greater or equal to t2.small.
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SecurityGroup (Required) Security Group where the instance is launched. Security group should allow port
22 for Linux images.
PreUpdateScript (Optional) URL of a script to run before updates are applied. Default ("none") is to not run a

script.

PostUpdateScript (Optional) URL of a script to run after package updates are applied. Default ("none") is to

not run a script.

ExcludePackages  (Optional) Names of packages to hold back from updates, under all conditions. By default

("none"), no package is excluded.

Version  SDEFAULT * O
Created March 29, 2018 at 11:08:15 PM UTC-7

Description  Creates an updated SUSE Linux Enterprise Server for SAP Applications 12 SP3 AMI.

Input parameters  ygarighie name Type Description
KeyName String (Required) Keypair to launch the required instance.
OutputBucket String Bucket name where runCommand outputs are saved. By default they are saved in customer config bucket.
PreUpdateScript String (Optional) URL of a script to run before updates are applied. Default ("none”) is to not run a script.
SourceAmild String g&qggefégngas:bﬁz:mage Id for SUSE Linux Enterprise Server for SAP Applications 12 SP3. Default is SUSE recommended
OSVersion String Represent the platform version, with which this AMI has been delivered.
OSName String Tag the new image with this name. OSName is used by the workload template to fetch the correct image.
Subnetd String (Required) Subnet Id where the required instance is launched
TargetAmiName String The name of the new AMI that will be created. Default name is SUSE_12_SAP_SP3 and the creation time and date.
InstanceType String Type of instance to launch as the workspace host. Default Instance Type is r3.8xlarge (Vendor Recommended).
SecurityGroup String (Required) Security Group whera the instance is launched.
PostUpdateScript String (Optional) URL of a script to run after package updates are applied. Default ("none”) is to not run a script.
ExcludePackages String (Optional) Names of packages to hold back from updates, under all conditions. By dafault (‘none), no package is excluded.

5. Click Run automation.

Value
<Kyepair-Name>
dxc.customer.config-27
none
ami-B4bedcfc
vis
suse12SapSp3
<Subnet-Id>
SUSE_12_SAP_SP3
r3.Bxlarge
<SecurityGroup-1D>
none
none

6. After the automation has successfully completes, click the View Output link on the Description tab.

|

Q Filter by attributes

Execution ID Document name

@  274758df-33e3-11e...  Master-CreateSuseAMIAutomation-FNMCKJYX8FHO-rCreateSuseAmiAutomation-W5FCPJ3XLN87
¢5008061-33e2-11e.. Master-CreateSuseAMIAutomation-FNMCKJYX8FHO-rCreateSuseAmiAutomation-W5FCPJ3XLN87

Automation execution: 274758df-33e3-11e8-95d9-f182a66ed1d1

Description Steps Inputs
Execution ID  274758df-33e3-11e8-95d9-f182a66ed1d1 Document name
Version 1 Start time

oy ucce End time
Output  View Output

1to &l
Version Status
1 W Success
1 & Success

Master-CreateSuseAMIAutomation-FNMCKJYX8FHO-
rCreateSuseAmiAutomation-W5FCPJ3XLN87

March 29, 2018 at 11:25:34 PM UTC-7

March 29, 2018 at 11:44:21 PM UTC-7

The id of the newly created AMI will be listed under View execution outputs from the Actions menu.

Automation steps with aws:runCommand Action Type stores the outputs to S3 bucket that is provided

as OutputBucket, example location, <bucketname>/ami-creation/suse/
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Amazon S3 > dxc.customer.config-276390169366-us-west-2 / ami-creation / suse

Overview

Q Type a prefix and press Enter to search. Press ESC to clear.

Name 7=

O

& installCloudWatchAgent-2018-03-30_06.38.34

N4

installCloudWatchAgent-2018-03-30_06.38.35

OJ

O
i

installUnixSoeHardening-2018-03-30_06.37.52

N4

installUnixSoeHardening-2018-03-30_06.37.54

N

updateOSSoftware-2018-03-30_06.28.59

Vv

updateOSSoftware-2018-03-30_06.30.22

Creating a Windows AWS AMI

This section describes how to use the EC2 Automation to generate a Windows 2012 R2 or Windows
2016 AML.

Installing the Solution

You run an AWS Command Automation script to create the AMI. This script gets created in AWS by
running a CloudFormation template, which is referenced in the master dxc-ms-
main.yam!l CloudFormation template. If you run this template, the automation will be present.

1. To test if the Command Automation script has been installed, navigate to EC2.
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| EC2Dashboard Resources
Events 4 ) _ _
2 You are using the following Amazon EC2 resources in the US West (Oregon) region:
ags
Reports 34 Running Instances 5 Elastic IPs
Limits 0 Dedicated Hosts 855 Snapshots
60 Volumes 0 Load Balancers
=/ INSTANCES ) .
18 Key Pairs 18 Security Groups
Instances 0 PL G
Spot Requests acement Groups

Reserved Instances
Scheduled Instances Just need a simple virtual private server? Get everything you need to jumpstart your project - compute, storage,

Dedicated Hosts and networking — for a low, predictable price. Try Amazon Lightsail for free.

= IMAGES
AMIs Create Instance
Bundle Tasks To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.
=| ELASTIC BLOCK STORE Ve InSEance
Volumes
Snapshots Note: Your instances will launch in the US West (Oregon) region
B NETWORK & SECLATY Service Health C* Scheduled Events
Security Groups
Elastic IPs Service Status: US West (Oregon):
Placement Groups & US West (Oregon): No events
Key Pairs This service is operating normally
Network Interfaces Availability Zone Status:

2. Under SYSTEMS MANAGER SHARED RESOURCES, click Documents.

Placement Groups Hesources

Key Pairs 4

Network Interfaces You are using the following Amazon EC2 resources in the US West (Oregon) region:
34 Running Instances 5 Elastic IPs

= LOAD BALANCING )

Load Balancers 0 Dedicated Hosts 855 Snapshots

Target Groups 60 Volumes 0 Load Balancers
18 Key Pairs 18 Security Groups

= AUTO SCALING
0 Placement Groups
Launch Configurations

Auto Scaling Groups
Just need a simple virtual private server? Get everything you need to jumpstart your project - compute, storage,

= ;E:EENE MANAGER and networking - for a low, predictable price. Try Amazon Lightsail for free.
Run Command
State Manager Create Instance
Automations

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.
Patch Compliance

Patch Baselines Launch Instance

SYSTEMS MANAGER

= Note: Your instances will launch in the US West (Oregon) region
SHARED RESOURCES

Managed Instances Service Health C* Scheduled Events
Activations
Documents Service Status: US West (Oregon):
Maintenance Windows & US West (Oregon): No events
Parameter Store This service is operating normally
Patches Availability Zone Status:
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3. Search for an Automation Document Type with part of the name rCreateWindowsAMI|.
In the example, there is a script called (hye-rCreateWindowsAMIAutomation-1RIGF6T1PM6UCT).

SPRRR -t nooumert J
] ions v
Key Pairs 4 Ca 2 - I ° ]

Network Interfaces

Owned by Me or Amazon ~ () Filter by attributes 110 34 of 34
OAD BALANCING
Load Balancers Name Document Type Owner Platforms Default Version
Target Groups Brock Automation 211682634048 Windows, Linux 10
=] AUTO SCALING Master-LinuxPatchingTemplate-1W2ZBCUB90GIS-rLinuxPatchi... Command 211682634048 Linux 1
Launch Configurations NewNewRun Command 211682634048 Linux 2
Auto Scaling Groupe QS-CreateWinAMI Automation 211682634048 Windows, Linux 72
-, SYSTEMS MANAGER Setup Command 211682634048 Windows, Linux 3
SERVICES
TestRun Command 211682634048 Linux 1
Run Command
Upgrade-Quicksilver-Linux-rLinuxUpgradeDocument-1QOIUME1..  Command 211682634048 Linux 1
State Manager
Automations awsconfig_Domain_d-9267237087_btemp.example.com Command 211682634048 Windows 1
Patch Compliance hye-rCreateWindowsAMIAutomation-1RIGF61PMEUC1 Automation 211682634048 Windows, Linux 1
Patch Baselines reset-windows-administrator-password-rWindowsResetWindow. ... Command 211682634048 ‘Windows, Linux 1
Select a document above _ B =]

SHARED RESOURCES
Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store
Patches

4. If the Command Automation script does not exist, run the QS-CreateWinAMI json CloudFormation
template to create the Command Automation script.
Find the QS-CreateWinAMIl.json CloudFormation template in S3 or on your local file system. In the
example, the template is in S3 at the following URL:
ttps://s3-us-west-2.amazonaws.com/dxc.customer.config-211682634048-us-west-
2/deploy/cloudformation/QS-CreateWinAMl.json

QS-CreateWinAML.json  Latest version +

J Overview Properties Permissions

Open ‘ Download Download as Make public l Copy path

Owner
ec2hcs-qa

Last activity
Jun 29, 2017 10:42:24 AM

Etag
01c1d7¢c2b01e158f9bf01afc84edacaa

Storage class
Standard

Server side encryption
None

Size
10745

Link
https://s3-us-west-2.amazonaws.com/dxc.customer.config-211682634048-us-west-2/deploy/cloudformation/QS-CreateWinAMI.json

5. Go to CloudFormation in AWS and click Create Stack.
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® CloudFormation v  Stacks

Create Stack  ~ Actions v Design template

Filter: Active v

Stack Name Created Time Status Description
Create-AMI-Automation 2017-06-29 10:43:11 UTC-0400 CREATE_COMPLETE Create Windows AMI
hye 2017-06-29 10:27:57 UTC-0400 CREATE_COMPLETE Create Windows AMI
ec2-mb-309 2017-06-28 13:18:39 UTC-0400 CREATE_COMPLETE

ec2-0f-308 2017-06-28 13:10:07 UTC-0400 CREATE_COMPLETE

ec2-rc-307 2017-06-28 12:37:33 UTC-0400 CREATE_COMPLETE

ec2-sk-306 2017-06-26 16:21:17 UTC-0400 CREATE_COMPLETE

Overview Outputs Resources Events Template Parameters Tags Stack Policy Change Sets

Select a stack

6. Paste the S3 CloudFormation template URL into the Choose a template field.

Create stack

| Select Template Select Template
Specify Details
Options Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit.
Review

Design a template  Use AWS CloudFormation Designer to create or modify an existing template. Learn more.

Design template

Choose a template A template is a JSON/YAML-formatted text file that describes your stack's resources and their properties. Learn more.

Select a sample template

Upload a template to Amazon S3

Choose File No file chosen

© Specify an Amazon S3 template URL

4048-us-west-2/deploy/cloudformation/QS-CreateWinAMI.jsor| | View/Edit template in Designer

7. Click Next.
8. Type a name in the Stack name box and click Next.
9. Click Next again and then click Create.

Create stack

cC | &
Showing 48 stacks
_J_}=]
Cancel Next

Select Template Specify Details
| Specity Details
Options Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template. Learn

more.
Review

Stack name | Create-AMI-Automation

10. When the stack is created, the automation is in place.
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e s—
Filter: Active v
Stack Name Created Time

Create-AMI-Automation

2017-06-29 10:43:11 UTC-0400

Status

CREATE_COMPLETE

Description
Create Windows AMI

Create Windows AMI

hye 2017-06-29 10:27:57 UTC-0400 CREATE_COMPLETE
ec2-mb-309 2017-06-28 13:18:39 UTC-0400 CREATE_COMPLETE
ec2-of-308 2017-06-28 13:10:07 UTC-0400 CREATE_COMPLETE
ec2-rc-307 2017-06-28 12:37:33 UTC-0400 CREATE_COMPLETE
ec2-sk-306 2017-06-26 16:21:17 UTC-0400 CREATE_COMPLETE
Overview Outputs Resources Events Template Parameters
2017-06-29 Status Type

» 10:43:17 UTC-0400
»  10:43:15 UTC-0400

» 10:43:15 UTC-0400

10:43:14 UTC-0400

» 10:43:11 UTC-0400

Running the Command Script

CREATE_COMPLETE
CREATE_COMPLETE

AWS::CloudFormation::Stack
AWS::SSM::Document

N_PROGRES AWS::SSM::Document

ES AWS::SSM::Document

ROGRES:! AWS::CloudFormation::Stack

To run the Command Automation Script:

1. Under EC2, click Automations on the left.

Placement Groups
Key Pairs
Network Interfaces

LOAD BALANCING
Load Balancers
Target Groups

AUTO SCALING

Launch Configurations
Auto Scaling Groups
SYSTEMS MANAGER
SERVICES

Run Command

State Manager
Automations

Patch Compliance
Patch Baselines
SYSTEMS MANAGER
SHARED RESOURCES
Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

Resources

Tags Stack Policy

Change Sets
Logical ID Status reason
Create-AMI-Automation

rCreateWindowsAMIAutomatio

n

rCreateWindowsAMIAutomatio  Resource creation Initiated
n

rCreateWindowsAMIAutomatio

n

Create-AMI-Automation User Initiated

You are using the following Amazon EC2 resources in the US West (Oregon) region:

33 Running Instances
0 Dedicated Hosts
59 Volumes
18 Key Pairs
0 Placement Groups

5 Elastic IPs
856 Snapshots

0 Load Balancers
18 Security Groups

]

Showing 48 stacks

Just need a simple virtual private server? Get everything you need to jumpstart your project -

compute, storage, and networking — for a low, predictable price. Try Amazon Lightsail for free.

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Launch Instance

Note: Your instances will launch in the US West (Oregon) region

Service Health

Service Status:

@ US West (Oregon):
This service is operating normally

Availability Zone Status:

2. Click Run Automation.

v
Y

* Scheduled Events

US West (Oregon):

No events
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Placement Groups

Run automation RIS L1
Key Pairs 4 S % 0
Network Interfaces Q Filter by attributes 1to 50 of more >
0 ALANCING
Execution ID Document name Version Status Start time End time Run
Load Balancers
Target Groups 39f8098b-5cd7-11e7...  hye-rCreateWindow... 1 @ Success June 29, 2017 at 10:... June 29, 2017 at 11:...  bwals
UTO S 5 e5ac531a-5cd3-11e...  nnn-rCreateWindow... 1 & Cancelled June 29,2017 at 10:...  June 29, 2017 at 10:...  bwals
Launch Configurations aBb50992-5cce-11e...  OHOHOH-rCreateW... 1 & Success June 29,2017 at9:1...  June 29,2017 at9:4... bwal¢
Auto Scaling Groups a251024c-5cc5-11e...  JMD-rCreateWindow.. 1 @ Success June 29,2017 at8:2... June 29,2017 at9:0... bwals
JAGER 7de64013-5c75-11e...  CDE-rCreateWindow.. 1 & Success June 28,2017 at 10:...  June 28,2017 at 11:...  bwal¢
1e34aaf2-5c70-11e7... ee-rCreateWindows... 1 & Success June 28, 2017 at 10:...  June 28, 2017 at 10:... bwals
Run Command
6b2a0378-5c6f-11e7.. ee-rCreateWindows... | & TimedOut June 28, 2017 at 10:... June 28, 2017 at 10:... bwals
State Manager
i 45c4cd04-5¢6f-11e7...  dd-rCreateWindows... 1 @ Failed June 28.2017 at 10:...  June 28.2017 at 10....  bwals
Automations
_N Q=)

Patch Compliance
Patch Baselines

Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

3. Choose the Command Automation document that was created by running the CloudFormation
template (if it did not already exist) above.

Specify your document and parameter details below to run an automation process.

Document name* €@

&
Owned by Me or Amazon v () Filter by attributes 1to70f 7
Name Owner Platform type
AWS-UpdateLinuxAmi Amazon Windows,Linux
AWS-UpdateWindowsAmi Amazon Windows
hye-rCreateWindowsAMIAutomation-1RIGF61PM6UC1 211682634048 Windows, Linux
Brock 211682634048 Windows,Linux
QS-CreateWinAMI 211682634048 Windows,Linux
L} Create-AMI. rC A ion-1H1V9.. 211682634048 Windows,Linux
BURTTEST 211682634048 Windows, Linux
Version  $DEFAULT *~+C O

Created June 29, 2017 at 10:43:15 AM UTC-4
Description  Systems Manager Automation Demo - Patch and Create a New AMI

Input parameters  yorabie name Description Value

4. Inthe Input parameters section, configure the following parameters:

Parameter Description

KeyName An EC2 Key Pair in the region and account where the automation is being run.

CrowdStrikeCID The key value for the CrowdStrike software being loaded on the AMI.
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SourceAmild The AMI under which the new AMI will be created. This is our starting product. The default
shown is the supported AMI we use from AWS for Windows 2016. If you wish to create a
Windows 2012 R2 AMI (the only other version supported by our product), do a search in
Quick Start list of AWS AMIs for "2012" and use the AMI ID for "Microsoft Windows Server
2012 R2 Base" for this field.

OSVersion OS version. This needs to be unique under all OSName type AMIs for your region.

OSName The name of the Windows version for which you are creating the AMI. Must be either
"win2016" or "win2012".

CustomerBucket ~ The name of the customer bucket from which assets will be pulled.

Subnetld The subnet to which the Source AMI will be connected.

TargetAmiName

InstanceType

This is the prefix used in the creation of the AMI name for the newly created Windows AMI.

The EC2 Instance Type used to launch the Source AMI-created virtual machine.

The security group on the VPC associated with the Subnetld to which the instance built upon
the Source AMI is connected. This security group should allow for RDP (port 3389) access.

SecurityGroup

Specify your document and parameter details below to run an automation process.

Document name* @

Filter by attributes 1to70f 7

Owned by Me or Amazon v

“~

Name Owner Platform type

AWS-UpdateLinuxAmi Amazon Windows, Linux

AWS-UpdateWindowsAmi Amazon Windows

hye-rCreateWindowsAMIAutomation-1RIGF61PM6UC1 211682634048 Windows,Linux

Brock 211682634048 Windows,Linux

QS-CreateWinAMI 211682634048 Windows,Linux

L) Create-AMI-A ion-rCi indowsAMIA ion-1H1V9.. 211682634048 Windows,Linux
BURTTEST 211682634048 Windows, Linux
Version  $DEFAULT +~C e
Created June 29, 2017 at 10:43:15 AM UTC-4
Description  Systems Manager Automation Demo - Patch and Create a New AMI
Input parameters  yqaable name Description Value

5. Click Run automation.
6. Click Close.
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Automation executions > Run automation

Run automation

Running of the following automation has been initiated

Execution ID  ad79dbfe-5ce5-11e7-a1f0-119a54a48ad8

7. Click the button in the first column of the execution and then the Steps tab in the bottom window to
follow the execution.

Run automation Actions v
Placement Groups P Fa & ©
Key Pairs
Network Interfaces Q Fitter by attributes 110 50 of more >
=/ LOAD BALANCING Execution ID Document name Version Status Start time End time Run by
Load Balancers
@ ad79dbfe-5ce5-11e7... Create-AMI-Automa... 1 & InProgress June 29, 2017 at 12: - bwalsh21
Target Groups
35f8098b-5cd7-11e7. hye-rCreateWindow. 1 & Success June 29, 2017 at 10:...  June 29, 2017 at 11:...  bwalsh21
= AUTO SCALING e5ac531a-5cd3-11e.. nnn-rCreateWindow.. 1 & Cancelled June 29, 2017 at 10:... June 29, 2017 at 10:... bwalsh21
Launch Configurations
N a8b50992-5ccc-11e...  OHOHOH-rCreateW... 1 @ Success June 29, 2017 at9:1...  June 29, 2017 at 9:4... bwalsh21
Auto Scaling Groups
a251024c-5cc5-11e...  JMD-rCreateWindow.. 1 & Success June 28, 2017 at8:2... June 29, 2017 at 8:0... bwalsh21
= 7de64013-5¢75-11e... CDE-rCreateWindow.. 1 & Success June 28, 2017 at 10:... June 28, 2017 at 11....  bwalsh21
Run Command 1e34aaf2-5c70-11e7... ee-rCreateWindows... 1 & Success June 28, 2017 at 10:...  June 28, 2017 at 10:... bwalsh21
State Manager 6b2a0378-5¢6f-11e7...  ee-rCreateWindows... 1 & TimedOut June 28, 2017 at 10:...  June 28, 2017 at 10:...  bwalsh21
| Automations
Patch Compliance Automation execution: ad78dbfe-5ce5-11e7-a1f0-119a54a48ad8 _ N Q=]

Patch Baselines

Description Steps Inputs.

SYSTEM
= SHARE CES
Managed Instances 1to110f 11
Activations
Name = ActionType -~ Status = Start Time ~ Stop Time ~ Output
Documents
Maintenance Windows launchinstance aws: ) og! June 29, 2017 ... - View Outputs
Parameter Store UpdateEC2Co...  aws:runComm... .~ Pending - - View Qutputs
Patches UpdateSSMAg... aws:runComm... J Pending - - View Outputs

8. After the execution completes, click Description and then View Output.

Patches

You should see the created AMI ID.
Automation executions > View execution outputs
View execution outputs

View execution outputs: 39f8098b-5¢d7-11e7-a295-5b3c4e11eedd

Createlmage.Imageld : ami-5a849223
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Creating a Windows AWS AMI for Silver Plus Customers

The creation of a Windows AWS AMI is done by executing an automation document. The automation
document is created by executing a CloudFormation Template. This stack is created as a dependent
stack via the execution of the main dxc-ms-main.yaml CloudFormation Template. If this template
has not been executed, then the following CloudFormationTemplate will need to be executed
(assuming a customer bucket of ga.gold.dxc.obe.dev has been created) to create the following
automation document:

https://s3.amazonaws.com/silver.dxc.obe.dev/deploy/cloudformation/QS-
CreateWinAMISilverPlus.json

To verify that the template exists:

1. Log into your AWS console, and go to CloudFormation.

AWS services

i a
v Recently visited services
CloudFormation S3 @ EC2
d‘?g CloudFront ‘%f VPC
> All services
2. In CloudFormation, search for a CloudFormation template with CreateAMITemplate (release 1.0)
or CreateWinAMIAutomation (after release 1.0) in its name. If this template exists, skip to the
"Running the Automation” section. If the template doesn't exist, continue with the next step.
3. In CloudFormation, click Create Stack.
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@ CloudFormation v  Stacks

Actions v Design template (& &
Filter: Active v Showing 0 stacks

Create a stack

AWS CloudFormation allows you to quickly and easily deploy your infrastructure
resources and applications on AWS. You can use one of the templates we provide to
get started quickly with applications like WordPress or Drupal, one of the many
sample templates or create your own template.

You do not currently have any stacks. Choose Create new stack below to create a
new AWS CloudFormation stack.

Create new stack

Create a StackSet

A StackSet is a container for AWS CloudFormation stacks that lets you provision
stacks across AWS accounts and regions by using a single AWS CloudFormation
template.

4. Onthe Select Template page, click Specify an Amazon S3 template URL, and paste the S3 bucket
URL into the field. In our example, this URL
is https://s3.amazonaws.com/silver.dxc.obe.dev/deploy/cloudformation/QS-
CreateWinAMISilverPlus.json.

Create stack

| Select Template Select Template
Specify Details
Options Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit.
Review

Design a template Use AWS CloudFormation Designer to create or modify an existing template. Learn more.

Design template

Choose a template A template is a JSON/YAML-formatted text file that describes your stack's resources and their properties. Learn more.

Select a sample template

«

Upload a template to Amazon S3

Choose File No file chosen
© Specify an Amazon S3 template URL

https://s3.amazonaws.com/qa.gold.dxc.obe.dev/deploy/cl View/Edit template in Designer

Cancel Next

5. Click Next.

6. On the Specify Details page, in the Stack name field, type a descriptive name for the stack, and
then click Next.
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@ CloudFormation v Stacks > Create Stack

Create stack

Select Template SpeCIfy Details
J Specify Details
Options Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template.
Learn more.
Review

Stack name | CreateWindowsAMI|

Cancel Previous Next

7. Click Next through the upcoming pages until you have reached the final page. On the final page,
acknowledge the creation of IAM resources, and then click Create.

Tags
No tags provided
Advanced

Notification

Timeout none
Rollback on failure Yes

Capabilities

0 The following resource(s) require capabilities: [AWS::IAM::Role]

This template contains Identity and Access Management (IAM) resources. Check that you want to create each of these resources and that they
have the minimum required permissions. In addition, they have custom names. Check that the custom names are unigue within your AWS
account. Learn more.

| acknowledge that AWS CloudFormation might create IAM resources with custom names.

Cancel Previous Create

When the stack has been created you will see a CREATE_COMPLETE status. The automation is
ready for use at this point.
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@ CloudFormation v  Stacks
. L)
0 Introducing StackSets
AWS StackSet is a container for a set of AWS CloudFormation stacks and allows you to create stacks across multiple AWS Accounts and AWS Regions. Open the StackSets
console to get started.
Create Stack =~ Actions ~ Design template c &

Filter: Active ~ Showing 1 stack
Stack Name Created Time Status Description
CreateWindowsAMI| 2017-08-24 21:58:03 UTC-0400 CREATE_COMPLETE Create Windows AMI
To run the automation:
1. Log into your AWS console and go to EC2.
Hist
.y [ | ] Group A-Z
CloudFormation
Console Home n R
- @ Compute &5 Developer Tools &l Analytics Application Services
EC2 CodeStar Athena Step Functions
EC2 EC2 Container Service CodeCommit EMR SWF
CloudFront Lightsail CodeBuild CloudSearch API| Gateway
VPG Elastic Beanstalk CodeDeploy Elasticsearch Service Elastic Transcoder
Lambda CodePipeline Kinesis
Batch X-Ray Data Pipeline .
Messagin
QuickSight @ 9ing
AWS Glue Simple Queue Service

[E) Storage

] Management Tools

Simple Notification Service

S3 CloudWatch Simple Email Service
EFS CloudFormation Artificial Intelligence
:‘amer cxndlive b Business Productivity
orage Gateway Config Amazon Polly
OpsWorks Rekognition WorkDocs
Service Catalog Machine Learning WorkMail
@ E:sabase Trusted Advisor Amazon Chime
DynamoDi3 s éﬁ} st ¥ Thibos @ Desktop & App Streaming
ElastiCache AWS loT
Amazon Redshift ? Security, Identity & AWS Greengrass WorkSpaces

'/us-west-2.console.aws.amazon.com/ec2/v2/home?region=us-west-2

2. Under SYSTEMS MANAGER SERVICES in the left pane, click Automations.

v
A

Compliance
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Load Balancers

Target Groups

AUTO SCALING
Launch Configurations

Auto Scaling Groups

SYSTEMS MANAGER
SERVICES

Run Command
State Manager

Configuration
Compliance

Automations
Patch Compliance

Patch Baselines

SYSTEMS MANAGER
SHARED RESOURCES

Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

Resources &
4
You are using the following Amazon EC2 resources in the US West (Oregon) region:
0 Running Instances 1 Elastic IPs
0 Dedicated Hosts 60 Snapshots
0 Volumes 0 Load Balancers
1 Key Pairs 2 Security Groups

0 Placement Groups

Just need a simple virtual private server? Get everything you need to jumpstart your project - compute, =
storage, and networking - for a low, predictable price. Try Amazon Lightsail for free.

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Note: Your instances will launch in the US West (Oregon) region

Service Health * Scheduled Events &

Service Status: US West (Oregon):

@ US West (Oregon): No events

Thin rambans in Anaradins saresalbhs

3. Onthe EC2 Systems Manager - Automation page, click Run automation document.

Elastic IPs

Placement Groups 4
Key Pairs

Network Interfaces

=/ LOAD BALANCING

Load Balancers
Target Groups

=| AUTO SCALING

Launch Configurations

Auto Scaling Groups

SYSTEMS MANAGER

= SERVICES

Run Command
State Manager

Configuration
Compliance

Automations
Patch Compliance
Patch Baselines

SYSTEMS MANAGER

® SHARED RESOURCES

Managed Instances

v
Y

EC2 System Manager - Automation

EC2 System Manager is a scalable tool for remotely administering your instances running in EC2 or on-premises.
Find out more about EC2 System Manager.

Automation simplifies common maintenance and deployment tasks, such as updating Amazon Machine Images. You can use automation to quickly build
automation workflows, while flow control, event logs, and pro-active event notifications keep you informed of progress and simplify debugging.

Before you use automation, you must set up IAM roles and permissions. Find out more about Automation IAM roles and permissions.

Run automation document

Automation getting started

o % — %
Qﬁ,\. E el

Set up IAM Roles and Run an automation document Monitor your automation
Permissions

© 2018 DXC Technology Company. All rights reserved.
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4. From the list of automation documents, select the Windows AMI creation automation that you created

previously.

LU

Document name*

Version

Specify your document and parameter details below to run an automation process.

(1]

Owned by Me or Amazon v 1to30f3

( Filter by attributes

Name Owner Platform type

AWS-UpdateLinuxAmi Amazon Windows,Linux

AWS-UpdateWindowsAmi Amazon Windows

() CreateWindowsAMI-rCreateWindowsAMIAutomation-M8WUOQV... 276390169366 Windows,Linux

$DEFAULT v

cC e

Created August 24, 2017 at 10:00:27 PM UTC-4

Description

Updates a Microsoft Windows AMI. By default it will install all Windows updates, Amazon software, and Amazon drivers. It will then sysprep and

create a new AMI. Supports Windows Server 2008 R2 and greater.

In the Input parameters section, configure the following parameters:

Parameter
KeyName

CrowdStrikeCID

SourceAmild

OSVersion

OSName

CustomerBucket
Subnetld
TargetAmiName
InstanceType

SecurityGroup

v
D, ¢

Description

A key in the region and account where the automation is being run.
The customer identifier for Crowdstrike.

The AMI under which the new AMI will be created. This is our starting product. The default
shown is the supported AMI we use from AWS for Windows 2016. If you wish to create a
Windows 2012 R2 AMI (the only other version supported by our product), do a search in
Quick Start list of AWS AMIs for "2012" and use the AMI ID for "Microsoft Windows Server
2012 R2 Base" for this field.

OS version. This needs to be unique under all OSName type AMIs for your region.

The name of the Windows version for which you are creating the AMI. Must be either
"win2016" or "win2012".

The name of the customer bucket from which assets will be pulled.

The subnet to which the Source AMI will be connected.

This is the prefix used in the creation of the AMI name for the newly created Windows AMI.
The EC2 Instance Type used to launch the Source AMI-created virtual machine.

The security group on the VPC associated with the Subnetld to which the instance built upon
the Source AMI is connected. This security group should allow for RDP (port 3389) access.
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Created August 24, 2017 at 10:00:27 PM UTC-4

Description

Input parameters

6. Click Run automation.

Updates a Microsoft Windows AMI. By default it will install all Windows updates, Amazon software, and Amazon drivers. It will then sysprep and

create a new AMI. Supports Windows Server 2008 R2 and greater.

Variable name

KeyName
CrowdStrikeCID
SourceAmild
OSVersion
OSName
CustomerBucket
Subnetld

TargetAmiName

InstanceType

SecurityGroup

Type

String
String
String
String
String
String
String

String

String

String

Description

(Required) The source Amazon Machine Image ID.

(Optional) The name of the new AMI that will be created.
Default is a system-generated string including the
source AMI id, and the creation time and date.
(Optional) Type of instance to launch as the workspace
host. Instance types vary by region. Default is
t2.medium.

Value

burt-ga

5F983CA84F27459B9E

vi.0
win-2016

dxc.customer.config-27

subnet-17db425e

QS-SOE-WINDOWS-2F

t2.medium

sg-66f7701d|

After the automation has successfully run, click the View Output link on the Description tab.

EC2 Dashboard
Events

Tags

Reports

Limits

= INSTANCES

Instances

Spot Requests
Reserved Instances
Scheduled Instances
Dedicated Hosts

= IMAGES

AMis
Bundle Tasks

= ELASTIC BLOCK STORE

Volumes

Snapshots

= NETWORK & SECURITY

Security Groups
Elastic IPs

Placement Groups

4

Q Filter by attributes

Execution ID

Description

807008a0-88ea-11e...
35176db5-88e7-11e...
1ae06086-88e5-11e...

f35a5799-88e2-11e...

b3ed938c-88e1-11e...

1ec1d24f-88e0-11e...

Steps

Execution ID

Document name

CreateWinAMI-rCre...
Mini-rCreateWindo...

CreateWinAMI-rCre...
CreateWinAMI-rCre...
CreateWinAMI-rCre...

WIN-AMI-rCreateWi...

Inputs

Version

807008a0-88ea-11e7-b971-

87438e8df394

Version 1

Status

Output

@ Success

View Output

Status

& Success
& Cancelled
& Failed
& Failed
@ Failed

@ Success

Document name

The id of the newly created AMI will be listed under View execution outputs from the Actions menu.

\ 4
Y
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1to60f 6
Start time End time Run by
August 24,2017 at...  August 24,2017 at...  Administral
August 24, 2017 at ... August 24,2017 at...  Administral
August 24, 2017 at ... August 24, 2017 at ... Administra!
August 24, 2017 at ... August 24, 2017 at ... Administral
August 24,2017 at ... August 24, 2017 at ... Administrat
August 24, 2017 at ... August 24,2017 at...  Administra
CreateWinAMI-
rCreateWindowsAMIAutomation-
1NYYBHJZXYRZ2
Start time  August 24, 2017 at 12:37:21 PM
uTC-4
End time August 24, 2017 at 1:33:59 PM UTC-
4
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Automation executions > View execution outputs

19
View execution outputs: 807008a0-88ea-11e7-b971-87438e8df394

Createlmage.lmageld : ami-72edeb09

AMI Tags

The following tags should be applied to the AMI after it is created:

Key Value

Original_AMI_ID  Created from <SourceAmild value passed during ami creation>

ami quicksilver

0s win2012 or win2016
osservicelevel SILVERPLUS

version <OSVersion value passed during

ami creation>

Image: ami-f809c882

Details Permissions Tags

Add/Edit Tags

Key
Criginal_AMI_ID
ami
oS
osservicelevel

version

v © 2018 DXC Technology Company. All rights reserved.
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Value

Created from ami-c6e9d9bd
quicksiver

win2016

SILVERPLUS

1.0
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Creating an Encrypted AMI

To create an encrypted AMI for either Linux or Windows, create the AMI as described in the Creating a
Linux AWS AMI or Creating a Windows AWS AMI sections, and then encrypt the resulting AMI using the
following procedure.

To create an encrypted AMI:

1. Log into your AWS console and go to EC2.
2. Under IMAGES on the left panel, click AMIs.
3. Select the AMI that was created using the automation document.

Ownedbyme v () AMIID : ami-6e4c8916 Add fitter (2] 1totof1
[ ] Name ~ AMI Name ~ AMIID Source ~  Owner ~  Visibility ~ Status - Creation Date ~ Description ~  Platform
- QS-SOE-AMAZON-LINUX-v1.0 i 16 A8 Private available October 6, 2017 a... QS-SOE-AMAZON-LINUX-v1.0 Other Linux

4. Click Action and select Copy AMI from the drop-down menu.

£ 8916 | Add filter Q
Spot Request
Deregister - AMIID - Source - Owner - Visibility - Status - CreationDate ~ Description

Register  AMI
Copy AMI INUX-v1.0  ami-8e4c8916  225992052696/.. 225992052696 Private available  October 6,2017a...  QS-SOE-AMAZON-LINUX-v1.0

Modify Image Permissions
Add/Edit Tags
Modify Boot Volume Setting

5. From the modal window change the Destination Region, Name, Description (optional) and click
on the Encryption check box to enable encryption.
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Copy AMI

AMI ami-6e4c8916 will be copied to a new AMI. Set the new AMI settings below.

I Destination region* | US West (Oregon) $)

T pa
L Name QS-SOE-AMAZON-LINUX-v1.0 I
s v e e

Description [Copied ami-6e4c8916 from us-west-2] QS-SOE-AMAZON-LI

Encryption Encrypt target EBS snapshots (j)

Master Key ‘ (default) aws/ebs v ()
Key Details
Description  Default master key that protects my EBS volumes when no other key is defined
Account This account (225992052696)

KMS Key ID  645a71c4-a274-4743-b1db-483e688d9904
KMS Key ARN  arn:aws:kms:us-west-2:225992052696:key/645a71c4-a274-4743-b1db-483e688d9904

6. [Optional] Change the default Master Key if the customer is using a key with KMS.
7. Click Copy AMI. A notification window will be shown with the new encrypted AMI ID.

Copy AMI

The AMI copy operation has been initiated. Note that you may have to refresh the AMI screen to see your
new AMI. It can take a few minutes until the new AMI is displayed.

8. Initially, the AMI status will be pending and may take few minutes to become available.

v © 2018 DXC Technology Company. All rights reserved.
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3w oo
Owned by me v | Q AMI ID : ami-974191ef " |Add filter ;( 0 1totof1 =
@ Name ~ AMI Name ~ AMIID ~ Source ~ Owner ~  Visibility ~ Status - Creation Date ~ Description ~ Platform

C:.' QS-SOE-AMAZON-LINUX-v1.3 ami-974191ef 225992052696/... 225992052696 Private pending November 16, 20... Encrypted [Copied ami-6e4c8916 ...  Other Linux

AWS does not copy tags and permissions.

AWS does not copy launch permissions, user-defined tags, or Amazon S3 bucket permissions from the source AMI to the new
AMI. After the copy operation is complete, you can apply launch permissions, user-defined tags, and Amazon S3 bucket
permissions to the new AMI.

9. Therefore, the new AMI needs to tagged appropriately. Click the Add/Edit Tags button and create

the same tags that exist on the source AMI, but assign the encrypted key's value
to true or True (case-insensitive).

Add/Edit Tags

Apply tags to your resources to help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag
with key = Name and value = Webserver. Learn more about tagging your Amazon EC2
resources.

Key Value
ami quicksilver
os amazon-linux
encrypted True
osservicelevel GOLD

version v1.3

10. Click Save.

v © 2018 DXC Technology Company. All rights reserved.
DXC Confidential Information

78



DXC Managed Services for AWS Delivery Guide

Monitoring Infrastructure

v © 2018 DXC Technology Company. All rights reserved.
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The following CloudWatch alarms are defined when a new account is configured:

Alarm

IAM Policy Changes Alarm

Security Group Changes
Alarm

Unauthorized Attempt
Alarm

CloudTrail Configuration
Change Alarm

Create Access Key Alarm
Root Activity Alarm

Network ACL Changes
Alarm

An alarm will initially appear in the INSUFFICIENT_DATA state until the first event for that alarm occur.

Description
Any IAM policy change is made.

Any security group is created, changed, or deleted.

More than 5 error responses of type AccessDenied and/or

UnauthorizedOperation are returned by AWS in a 5 minute period.

Any change is made to the CloudTrail Configuration.

Any AWS Access Key is created.
Any action is taken by the root user, other than service events.

Any VPC Network ACL is added, changed, or deleted.

DXC Confidential Information
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Configuring Gold Managed Services
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Gold Managed Services use native AWS services except for antivirus, which uses a SaaS-based solution
from CrowdStrike. All the Lambda functions required to support the services are created automatically
from the Master template. With the exception of Patching for Linux, all the Gold Managed Services are
configured automatically from the Master template.

Gold Managed Services include the following:

1. Automated Scheduled VM Backups

The automated backup service uses the Elastic Block Store (EBS) Snapshot feature to create point-in-
time snapshots of an EBS volume. A scheduled job runs every day to create a backup of the volume. By
default, snapshots of EBS volumes are stored for 30 days. Snapshots are incremental backups, which
means that only blocks changed on the device since the last snapshot are saved. When you delete a
snapshot, only data unique to that snapshot is removed. Active snapshots contain information needed to
restore your data from the time the snapshot was taken to a new EBS volume. For more information
about AWS EBS snapshots, navigate

to http://docs.aws.amazon.com/AW SEC?2/latest/UserGuide/EBSSnapshots.

2. Patching

The automated patch management service uses AWS Systems Manager for Windows and a DXC-native
solution leveraging EC2 Run Command for Red Hat Enterprise Linux patch management. The Patching
section provides details on how to use each service.

3. Monitoring VMs 24x7

Amazon CloudWatch is a monitoring tool used to monitor AWS resources and applications on AWS. AWS
CloudWatch continuously monitors the VM track performance metrics and triggers alarms at thresholds
provided out of the box (see monitoring section) or based on custom thresholds. When an alarm is
triggered, an incident is created and inserted into the ServiceNow CMDB for a Support Engineer's
response and remediation. For more information about CloudWatch, navigate

to https://aws.amazon.com/cloudwatch/

4. Endpoint Protection

The Endpoint Protection solution uses CrowdStrike Falconhost, a cloud-based antivirus service where an
agent (Falcon Host sensor) is deployed in the managed instance. Installation is verified via the Falcon
Host management interface. The CrowdStrike Falcon host system is integrated with the DXC Security
Operations Center (SOC)

5. Remote Instances Management

Instances are managed using the EC2 Systems Manager Run Command feature. Run Command
enables you to automate common administrative tasks and perform ad hoc configuration changes at
scale. If for some reason Run Command is failing to accomplish an administrative task on a single
instance or collection of instances, a remote bastion/jump box service has been provided. This service
provisions an ephemeral bastion box for Windows or a jump box for Linux in the Management VPC. All
actions taken from either the Run Command or Bastion/Jump Box service are logged using CloudTrail. It
is highly recommended that you perform all administrative tasks using Run Command and that you use
Bastion/Jump Box only as a fail-safe option. The Remote Instances Management section provides details
on how to use these features.

Performing Backup Service and Health Checks

The backup service relies on the AWS EBS Snapshots mechanism. After an instance is tagged for
backup, the backup service takes a snapshot of the EBS volumes on that instance according to a
predefined schedule. The backup service also cleans up the old snapshots from AWS using the retention
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ti

me specified on the instance. The backup service is created automatically from the Master template. The

following section describes the backup service..

Components

Instances to be backed up are tagged during creation time. Three tags are created on the instance

based on user prompts:

e Backup = true/false - Configures whether to back up the volumes or not. This value is copied from
the subnet since it cannot be chosen per workload.

e BackupSchedule - Leave blank to use the default backup schedule, or enter the name of a Custom
Backup Schedule (see Creating Custom Backup Schedules).

¢ RetentionPeriod - Controls the number of days a backup is maintained. The default is 30 days.
The default can be overridden when deploying the master stack. That value (number of days) will be
stored in a tag on the subnet. When creating a workload instance, the retention period can be set to
the subnet's default, or overridden to a different number of days.

A CloudWatch Event Rule that includes "rSnapshotCreateRule" in its name is created to trigger the

backup function based on a Cron expression.

A CloudWatch Event Rule that includes "rSnapshotDeleteRule" in its name is created to trigger the

cleanup of snapshots that exceed the Retention Period.

e Both events are scheduled at 15 minutes past midnight UTC and run concurrently. Modify this
schedule by editing the CloudWatch event definitions.

A CloudwWatch Event Rule that includes "rHealthScheduleRule" in its name is created to trigger

verification that backups are being created correctly.

e The event is scheduled at 15 minutes past 1pm UTC. Modify this schedule by editing the
CloudWatch event definition.

A Lambda function "backupHandler" triggered by the CloudWatch Event Rules performs the backups

and purges expired backups when executed.

A Lambda function "backupHealth" triggered by the CloudWatch Event Rules verifies that backups

are being created correctly when executed.

Two CloudWatch log groups, /aws/lambda/backupHandler and /aws/lambda/backupHealth, are

created to hold events from the backup process and health monitoring.

An SSM automation document that includes "CreateLinuxBackupSnapshot" in its name creates the

EBS snapshots for Linux workload instances. The backupHandler Lambda function executes this

automation document for each volume attached to a Linux instance.

e The automation document performs an "fsfreeze" command to quiesce the filesystem on the volume,
then takes a shapshot of the volume by calling the EC2 create-snapshot command, then unfreezes
the filesystem.

An SSM automation document that includes "CreateWindowsBackupSnapshot" in its name creates

the EBS snapshots for Windows workload instances. The backupHandler Lambda function executes

this automation document for each volume attached to a Windows instance.

e The automation document runs Windows PowerShell commands to call the AWS New-EC2Snapshot
command, utilizing Windows Volume Shadow Copy Service (VSS) to safely take a backup of the
volume, even if applications are writing to it.

Rules

All attached volumes on an instance are backed up, including the root volume. Tags are applied to the
snapshots using these rules:

.v‘ © 2018 DXC Technology Company. All rights reserved.

Tags from the volume are copied to the snhapshot.

Additional tags are then added:

¢ DeleteOn: Represents the date the snapshot should be deleted. The date is calculated using the
current date and the Retention Period. The format is YYYY-MM-DD.
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e Name: String Instanceld: <EC2 Instance ID>

¢ VolumeName: The InstanceName tag from the instance tags with the device name appended; for
example, MyWebServer-/dev/xvda.

To install the backup components:

1. Run the SnapshotLinuxVolumeAutomation.json CloudFormation template to create theEC2 SSM
automation document that is executed when a backup is run for Linux workload instances.

Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template. Learn more

Stack name

2. On the Specify Details page, enter a Stack name (for example, Backup-Linux-Automation).

3. Run the SnapshotWindowsVolumeAutomation.json CloudFormation template to create

the EC2 SSM automation document that is executed when a backup is run for Windows workload
instances.

On the Specify Details page, enter a Stack name (for example, Backup-Windows-Automation).
5. Run the Backups.json CloudFormation template to create the backup components.

E
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Specify Details

Specify a stack name and parameter values. You can use or change the defauit parameter values, which are defined in the AWS
CloudFormation template. Learmn more

Stack name

Parameters

Location of DXC Managed Services Assets:

S3 Bucket Name: dxc.prod.obe.us-east-1
53 bucket name for the DXC Managed Service assets. DXC MS bucket name can include numbers, lowercase letters,

uppercase letters. and hyphens (-). It cannot start or end with a hyphen (-)

Other parameters

pLinuxSnapshotDocument AWS Automation Document for creating Linux Snapshots

Platform Version: release-undefined
Platform version is used o retrieve Lambda functions from the correct S3 directory. Enter the name of the release

version, such as release-1.4

pWindows SnapshotDocu

10.

11.

ment AWS Automation Document for creating Windows Snapshots

On the Specify Details page, enter a Stack name (for example, Backup-Service).

Enter the name of the S3 bucket that contains the Managed Services assets.

The S3 Bucket has a region-specific suffix, such as ".us-east-2"

For the pLinuxSnapshotDocument field, enter the name of the Linux snapshot document created
when you executed the SnapshotLinuxVolumeAutomation.json template. To locate this
document name, select the stack you created from the list of stacks in the CloudFormation list with
the name you gave it (for example, Backup-Linux-Automation). Click the Resources tab and copy
the Physical ID of the rSnapshotLinuxVolumeAMIAutomation resource.

For the pWindowsSnapshotDocument field, enter the name of the Windows snapshot document
created when you executed the SnapshotWindowsVolumeAutomation.json template. To locate
this document name, select the stack you created from the list of stacks in the CloudFormation list
with the name you gave it (for example, Backup-Windows-Automation). Click the Resources tab and
copy the Physical ID of the rSnapshotWindowsVolumeAMIAutomationresource.

Enter the Platform Version for the current version of the product, which is "release-1.4". Do not leave
this value defaulted to "release-undefined".

Click Next through the remaining screens to create the template.

The Backup AWS Lambda function handles the following:
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¢ Filters the instances based on the Backup tag and performs the following:

o Creates a snapshot of each attached volume.

o Calculates the snapshot's Delete-On date using the Retention tag value and then tags the value on the
snapshot as DeleteOn.

e Tags the snapshot with additional tags as described above.

¢ Deletes snapshots that exceed the Retention Period.

The CloudWatch logs for the account show the steps taken, snapshots created, and snapshots removed.

Snapshot Health Check

The Snapshot Health Service performs the following:

o Verifies that a snapshot with a recent date is present for all volumes attached to instances tagged for
backup.

e Detects when instances are added to a non-existent backup schedule.

e Generates CloudWatch logs when anomalies are detected in the backups.

e Generates email alerts to the Account Email (configured during logging setup) when anomalies are
detected in the backups.

e Generates an Event to ServiceNow when anomalies are detected in the backups.

To determine backup health, examine the recent snapshot for a volume and compare it with the time of
the last triggered backup schedule for the instance. If the instance was created after the last scheduled
backup or the volume was created and attached after the last backup, no health can be determined. If the
backup is older than the last scheduled backup, an alarm is raised and a notification is issued so that the
shapshots can be investigated by a Delivery Engineer.

The Backup Health Service runs 1 hour after the Default backup schedule each day. If the schedule for
the Default backups is modified, the schedule for the Backup Health Service should also be modified. The
health checks continue to work regardless of the Default backup schedule and the Health schedule.

When Custom backup schedules are used, the health checks verify that the most recent backup was
completed successfully based on the custom schedule. For example: A custom schedule defines backups
to run at 10 a.m., 2 p.m., and 8 p.m. The backup health checks are scheduled to run at 12 p.m. A
snapshot should exist that is approximately 2 hours old when the health checks are performed. If this
snapshot is not present, an alarm is raised and the most recent backup is reported. It takes several
minutes or more to create a snapshot; therefore, backups initiated at 10 a.m. might be tagged with a
create time stamp slightly past 10 a.m. The backup health check allows a variance of 1 hour when
determining the difference between the backup schedule and the actual time of the snapshot.

Creating Custom Backup Schedules

By default, snapshots are created once a day for volumes of backup-enabled instances. Some
applications might require that volumes are saved more frequently. To support more frequent backups,
you can create custom backup schedules where a backup happens multiple times per day.

Creating a Custom Schedule

Create a custom schedule using the CustomBackupSchedule.yaml CloudFormation template. This
template is copied to the Customer bucket during account setup or upgrades.

1. Select the CustomBackupSchedule.yaml template in CloudFormation.
2. Specify a unique name for the Stack name.
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Stack name Silver-Schedule

Parameters

Backup Schedule Parameters:

BackupTag Value: Silver BackupTag value used to locate Instances that will be backed up.

Hour(s): 6,18 Hour(s) of the day to perform snapshots for this schedule

3. Specify a BackupTag Value. This value is used to tag instances that will be backed up using this
schedule.

The hours of the day (UTC) are specified as a list of hours from 0 to 23. Zero represents midnight UTC.

By offsetting the hour values by the local time zone, you can schedule backups to take place at

appropriate times for your instances. In the example, the backups would occur at midnight CST (UTC-6)

(the hour value of 6) and noon CST (the hour value of 18).

Executing the template results in a CloudWatch event that triggers the backup processing to occur at the
specified hours. All instances with a backup schedule of Silver will be backed up at these times.

Provisioning Instances

When you provision instances using the CloudFormation templates, you can specify a backup schedule.
The Administrative Information section of the provisioning template contains options for the backup
schedule:
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Administrative Information:
Owner:
Business Unit:
Project:
Application:

Environment:

Compliance: None j
Lease Expiration Date: Format as MM/DD/YYYY if specified
Instance Name: Customer WL Public 1 Name Tag
Patch Policy: pat001 Patch Policy for Instance
Enable Backups? True j

Custom Backup Schedule: Silver

Enter the name of the custom backup schedule or leave blank to get the default 24-hour backup schedule. The Enable Backups setting above must

be set to True.

1. Setthe Enable Backups option to True (the default).

2. Enter the name of the Custom Backup Schedule (for example, Silver).
Entering an invalid schedule name results in an error message during backups and backup health
checks and the instance's volumes are backed up during the standard daily backups.

Applying a Custom Schedule to Existing Instances

If you create a custom schedule and you want to apply it to existing instances, follow these steps:
In the AWS Console, browse to the EC2 Service.

List the running instances.

Select the desired instance.

On the bottom of the screen, click the Tags tab.

Click Add/Edit Tags.

If the BackupSchedule tag already exists, enter the name of the desired backup schedule. If the
BackupSchedule tag does not exist, click Create Tag:

8. Enter BackupSchedule for the name of the tag.

9. Enter the name of the desired backup schedule.

10. Click Save.

NoogkrwdpE

Example tags:

.v‘ © 2018 DXC Technology Company. All rights reserved. 88

A DXC Confidential Information



DXC Managed Services for AWS Delivery Guide

Add/Edit Tags

BackupSchedule
BusinessUnit
Compliance
DXCProduct
Environment
InstanceName
LeaseExpirationDate
Name

OSName

Owner
PatchPolicy
Project

RetentionPeriod

aws:cloudformation:logic
aws:cloudformation:stac

aws:cloudformation:stac

Create Tag

The following rules determine which backup schedule is used for an instance:

‘Silver

None

Quicksilver

Customer WL Public 1

Customer WL Public 1

rhel7.2

pat001

30
Requestedinstance
arn:aws:cloudformation:

maj-test-instance2

00000000V OGO

Show Column

Show Column

Show Column

Show Column

Show Column

Show Column

Show Column

Hide Column

Show Column

Show Column

Hide Column

Show Column

Show Column

Show Column

Show Column

Show Column

Cancel @

1. The tag BackupSchedule determines the name of the schedule to use for the instance.

v
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2. If the name of the schedule refers to a non-existent schedule, the normal backup schedule is
used (once per day).

If the BackupSchedule tag is blank, the normal backup schedule is used (once per day).

4. If the BackupSchedule tag contains the value Default, the normal backup schedule is used (once

per day)
5. If the BackupSchedule tag is not present, the normal backup schedule is used (once per day)

Using Backup Health Checks

Using a Custom Backup Schedule, the backup health checks check for a recent backup based on the
custom schedule.

w

The logic in the backup health check examines the backup schedule and finds the most recent backup
hour compared to the current hour. If the custom backup schedule specified the hours of 0, 6, and 18 and
the health check ran at hour 10, then the health check would look for a backup done at hour 6. If this
backup was not present, an alarm message would be generated and would show the most recent backup
time (or none, if no backups had occurred). This allows the schedule for the backup health checks to be
varied throughout the day while still making sure a valid backup exists.
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Patching Windows and Linux Instances

AWS supports a native patching solution called Patch
Manager for Windows and Linux instances using EC2
Systems Manager.
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Patching Windows Instances

Patching of Windows instances is done via Patch Manager from AWS, which is a sub-service of EC2. The
service allows users to manage patch baselines and maintain patch compliance.

This example illustrates how to create a patch baseline for a patch group of Windows instances. The
baseline is applied under a maintenance window. This maintenance window sets the schedule for
applying the patches (baseline) on the specified instances in the patch group. The patch group is set on
the instance by setting the Patch Group tag.

Patch Baseline
The patch baseline is used to specify the following criteria about the patching to apply to instances:

Classification (patch type)

Severity

Auto approve delay

Approved (whitelisted) patches

Rejected (blacklisted) patches

You can search for an existing patch baseline that meets your needs or create a patch baseline to apply

to your instances.

Inspecting Current Patch Baselines

You can skip this section if you are creating a new Patch Baseline. For more information, see the "Create
a Patch Baseline" section.

To inspect current Patch Baselines:

1. Onthe AWS services page, click EC2.
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AWS services

v Recently visited services

¢ IAM

CloudWatch

v All services

@ Compute
EC2
EC2 Container Service
Lightsail
Elastic Beanstalk
Lambda
Batch

EC2

Lambda

Developer Tools

CodeCommit
CodeBuild
CodeDeploy
CodePipeline
X-Ray

CloudFormation

Internet of Things

AWS loT

Game Development

Amazon GamelLift

2. Under SYSTEMS MANAGER SERVICES on the left, click Patch Baselines.

Placement Groups Create Patch Baseline Q.o (T3
4

Key Pairs

Network Interfaces Q Filter by attributes

LOAD BALANCING

@ BaselinelD

Load Balancers

Target Groups @ pb-04fb4ae6142167...

AUTO SCALING

Launch Configurations
Auto Scaling Groups
SYSTEMS MANAGER
SERVICES

Run Command

State Manager
Automations

Patch Baselines

SYSTEMS MANAGER
SHARED RESOURCES

Baseline Name Baseline Description

AWS-DefaultPatchB...  Default Patch Baseli...

Managed Instances Patch Baseline: pb-04fb4ae6142167966

Activations

Documents Description Patch Exceptions

Maintenance Windows

P ter St arn:aws:ssm:us-west-
arametersiore 2:280605243866:patchbaseline/pb-

Patches

04fb4ae6142167966
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3. Select each patch baseline to view the description tab, approval rules tab, and patch exceptions
(whitelist and blacklist).

NETWORK & SECURITY
Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

LOAD BALANCING
Load Balancers
Target Groups

AUTO SCALING
Launch Configurations
Auto Scaling Groups

Run Command
State Manager
Automations
Patch Baselines

Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store
Patches

Create Patch Baseline Q.Y (1L ERS

Q

@ BaselinelD Baseline Name Baseline Description

@ pb-04b4ae6142167... AWS-DefaultPatchB... Default Patch Baseli...

Patch Baseline: pb-04fb4ae6142167966

Description Approval Rules

Baseline Id

Description
Patch Groups

Modified Date

Patch Exceptions

arn:aws:ssm:us-west-
2:280605243866:patchbaseline/pb-
04fb4ae6142167966

Default Patch Baseline Provided

by AWS.

December 13, 2016 at 11:55:18
PM UTC-5

Default Baseline

true

Baseline Name

Defauit Baseline

Created Date

o # 0

1to1of1

AWS-DefaultPatchBaseline

true

December 13, 2016 at 11:55:18
PM UTC-5

The first example baseline applies critical and security updates of Critical or Important severity. The
patches are applied 7 days after they are released.

v
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NETWORK & SECURITY i i v
Securty Groupe . Create Patch Baseline .o (L o & e
Elastic IPs Q y 1to1of1

Placement Groups

Key Pairs [ ] Baseline ID Baseline Name Baseline Description  Default Baseline

Network Interfaces B pb-04fbdae6142167... AWS-DefaultPatchB... Default Patch Baseli... true

LOAD BALANCING

Load Balancers

Target Groups

AUTO SCALING

Launch Configurations

Auto Scaling Groups Patch Baseline: pb-04fb4ae6142167966 _ N ]

Description Approval Rules Patch Exceptions

Run Command

State Manager

Product Classification Severity Auto Approval Delay
Automations
Patch Baselines CriticalUpdates, Wait 7 days before
* Critical, Important
SYSTEMS MANAGER SecurityUpdates approving

SHARED RESOURCES
Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

This baseline does not have approved (whitelist) patches nor does it have rejected (blacklist)
patches
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Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

Load Balancers

Target Groups

Launch Configurations

Auto Scaling Groups

Run Command
State Manager
Automations

Patch Baselines

Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

Notes:

Create Patch Baseline

~

[ ] Baseline ID

@ pb-04ibdae6142167...

Actions v

Baseline Name

AWS-DefaultPatchB. ..

Patch Baseline: pb-04fb4ae6142167966

Description

Approval Rules

Approved Patches -

Baseline Description

Default Patch Baseli...

Patch Exceptions

Default Baseline

true

Rejected Patches

<

1to10of1

& 0

1. Because you can filter the list only by NAME_PREFIX and OWNER, it is essential that you hame the

patch baseline and its mapping to patch type for easy recognition of which baseline to apply.

2. Search for applicable patch baselines by executing the above procedure for each patch baseline until
you find an existing one that works or you can create your own patch baseline.

Creating a Patch Baseline

Use a naming convention for patch baselines:

<application name>-<layer>-<environment>-<policy>-<region>

The example shows how to create a baseline for the production web servers for an application

named sampleapp that runs under policy pol001 in the us-west-2 region.

sampleapp-webservers-production-pol001-us-west-2

The patch baseline has the following requirements for the web servers, which are Windows 2012 R2

machines:

To create a patch baseline:

v
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Apply critical updates of severity Critical 7 days after release

Apply security updates of level Important 5 days after release
Do not apply patch KB4012216 (blacklist)
Apply KB2919355, which is a security update of level less than Important
Apply the standard non-security, non-critical update KB3210083
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1. Onthe AWS services page, click EC2.

AWS services

v Recently visited services

¥ 1AM @ Ec2

ﬁ CloudWatch @ Lambda

v All services

@ Compute @g Developer Tools
EC2 CodeCommit
EC2 Container Service CodeBuild
Lightsail CodeDeploy
Elastic Beanstalk CodePipeline
Lambda X-Ray
Batch

CloudFormation

Internet of Things
AWS loT

Game Development

Amazon GamelLift

2. Under SYSTEMS MANAGER SERVICES on the left, click Patch Baselines.
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Placsment Groups Create Patch Baseline Q.o [;Tig
4

Key Pairs
Network Interfaces Q Filter by attributes

LOAD BALANCING
- Baseline ID Baseline Name Baseline Description
Load Balancers

Target Groups @ pb-04fb4ae6142167... AWS-DefaultPatchB... Default Patch Baseli...

AUTO SCALING

Launch Configurations

Auto Scaling Groups

SYSTEMS MANAGER

SERVICES

Run Command

State Manager

Automations

Patch Baselines

SYSTEMS MANAGER

SHARED RESOURCES

Managed Instances Patch Baseline: pb-04fb4ae6142167966
Activations —_—
Dociimérits Description Approval Rules Patch Exceptions

Maintenance Windows
Baseline Id  arn:aws:ssm:us-west-
2:280605243866:patchbaseline/pb-
Patches 04fb4ae6142167966

Parameter Store

3. Click Create Patch Baseline.
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NETWORK & SECURITY

& 0

Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

LOAD BALANCING
Load Balancers
Target Groups

AUTO SCALING

Launch Configurations

Auto Scaling Groups

SYSTEMS MANAGER

Q Filter by attributes
@ Baseline ID

@ pb-04fbdae6142167...

AWS-DefaultPatchB...

Baseline Description

Default Patch Baseli...

Patch Baseline: pb-04fb4ae6142167966

Create Patch Baseline .Y ([iCIg
i rctePatch Baselns o

Default Baseline

true

1to1of1

SERVICES Description Approval Rules Patch Exceptions
Run Command
State Manager Baseline Id  arn:aws:ssm:us-west- Baseline Name AWS-DefaultPatchBaseline
Automations 2:280605243866:patchbaseline/pb-
Patch Baseli 04fb4ae6142167966

atch Baselines Description  Default Patch Baseline Provided Default Baseline  true
SYSTEMS MANAGER by AWS.
SHARED RESOURCES Patch Groups - Created Date December 13, 2016 at 11:55:18
Managed Instances PM UTC-5
Activations Modified Date  December 13, 2016 at 11:55:18

PM UTC-5

Documents

Maintenance Windows

Parameter Store

Patches

4. Fill in the form as follows:
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Create Patch Baseline

Are you sure you want to perform this action?

Name* ampleapp-webservers-production-pol001-us-west-2

Description production web servers for the sample application I ‘

Product Classification Severity
R
WindowsServer2012R2 v CriticalUpdates v Critical
WindowsServer2012R2 v SecurityUpdates v Important

Addrule 8 remaining

Approved Patches KB2919355, KB3210083

Rejected Patches KB4012216

* Required

5. Click Create Patch Baseline.

Auto Approval Delay

v Wait 7 days before approving €3

v  Wait 5 days before approving Q

[+:,.B Create Patch Baseline

Note: See updates at http://www.catalog.update.microsoft.com/Search.aspx.

Attaching a Patch Group to the Patch Baseline

After you have the correct patch baseline, you need to associate it with a Patch Group.

1. Onthe AWS services page, click EC2.

Under SYSTEMS MANAGER SERVICES on the left, click Patch Baselines.

2
3. Select the patch baseline you created.
4. Click Actions and select Modify Patch Groups.
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Snapshots
WORK & SECURITY Q

Security Groups

Elastic IPs

Placement Groups

pb-04fb4ae6142167...
@ pb-0a7eed0036889a..

Key Pairs

Network Interfaces
Load Balancers
Target Groups

AUTO SCALING

Baseline ID

Actions ~

Set Default Patch Baseline
Edit Patch Baseline

Delete Patch Baseline eline Description

Detault Patch Baseli...

sampleapp-webserv...

sampleapp-webserv...

Patch Baseline: pb-0a7eed0036889a0ef

Launch Configurations

Auto Scaling Groups

Run Command
State Manager
Automations
Patch Baselines

Managed Instances
Activations
Documents

Maintenance Windows

Description

Approval Rules Patch Exceptions

Baseline ld pb-0a7eed0036889a0ef

sampleapp-webservers-production-
pol001-us-west-2

Patch Groups
Modified Date

Description

March 21, 2017 at 10:43:49 PM UTGC-4

Default Baseline

true

false

Baseline Name

Default Baseline

Created Date

5. If you do not see a patch group text box, click Add new patch group.

6. Inthe text box, type sampleapp-webservers-production-pol001-us-west-2.

S # 0

1to20f2

_ N ]

sampleapp-webservers-production-
pol001-us-west-2
false

March 21, 2017 at 7:59:12 PM UTC-4

Instances that have a tag named Patch Group with this value will have this patch baseline applied to

them.

7. Click the checkmark icon to the right, and then click Close.

Patch Baselines > Modify Patch Groups

Modify Patch Groups

Are you sure you want to perform this action?

Baseline Id

Name

Description

Patch Groups

pb-0a7eed0036889a0ef

sampleapp-webservers-production-pol001-us-west-2

sampleapp-webservers-production-pol001-us-west-2

Patch group

sampleapp-webservers

Add new patch group

8. Onthe EC2 page, click Patch Baselines.
9. Click refresh (the up/down arrow) and then select your patch policy and ensure that the Patch
Groups entry under the Description tag shows your patch group.
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Snapshots Create Patch Baseline -T2 TR
4
Q

Security Groups
Elastic IPs Baseline ID Baseline Name Baseline Description
Placement Groups

P pb-04fb4ae6142167... AWS-DefaultPatchB...  Default Patch Baseli...
Key Pairs

@ pb-0a7eed0036889a.. sampleapp-webserv... sampleapp-webserv...

Network Interfaces

Load Balancers

Target Groups

Patch Baseline: pb-0a7eed0036889a0ef
Launch Configurations

Auto Scaling Groups

Description Approval Rules Patch Exceptions

Baseline Id  pb-0a7eed003688%a0ef
Run Command
sampleapp-webservers-production-

polD01-us-west-2

State Manager Description

Automations
sampleapp-webservers-production-
pol001-us-west-2

March 21, 2017 at 10:43:49 PM UTC-4

Patch Groups
Patch Baselines

Modified Date

Managed Instances
Activations
Documents

Maintenance Windows

Tagging Windows Instances

Default Baseline

true

false

Baseline Name

Default Baseline

Created Date

> & 0

1to20f2

sampleapp-webservers-production-
pol001-us-west-2
false

March 21, 2017 at 7:59:12 PM UTC-4

Use the Patch Group tag to tag instances. This tag is required for Windows tagging. The tag value is used
to pair the instance with the correct patch baseline in a maintenance window. It is assumed that the
instances have the ssm agent installed and are active, which is required to run commands on the

machine.

The example shows how to tag an existing instance. You can also set the tag when you create a new
instance under a CloudFormation template or start an instance outside of CloudFormation.

Note: You can apply only one patch baseline to a Windows instance.

1. Under EC2, find your instance and select it.
2. Click the Tags tab below the instance list.
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S e > 00
Events \ s
Tags Q Filter by tags and attributes or search by keyword © < < 1t0160f16 > |
Reports
Limits Name ~ PatchPolicy - Instance ID v & Type - Availability Zone
=] INSTANCES Windows Test 01 i-445e9f80 m3.medium us-west-2a
| Instances @  TestVMWindows i-0650a69cf5a812572  t2.micro us-west-2¢
Spot Requests sam -0da91ec7b786a8707  t2.micro us-west-2a
Reserved Instances
rav-win-test i-0e5352cc0118a95b9 12 micro us-west-2a
Scheduled Instances
Instance: | i-0650a69cf5a812572 (TestVMWindows)  Public DNS: ec2-35-166-229-202.us-west-2.compute.amazonaws.com _ NN
Dedicated Hosts
= IMAGES Description Status Checks Monitoring Tags
AMIs
Bundle Tasks Add/Edit Tags
=] ELASTIC BLOCK STORE
Volumes Key Value
Snapshots Name TestVMWindows Hide Column
=/ NETWORK & SECURITY
Security Groups
Elastic IPs
Placement Groups
Key Pairs

3. Click Add/Edit Tags, click Create Tag and add a Patch Group tag with a value of sampleapp-
webservers-production-pol001-us-west-2.

Add/Edit Tags

Apply tags to your resources to help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag
with key = Name and value = Webserver. Learn more about tagging your Amazon EC2
resources.

Key Value
Name TestVMWindows €3 Hide Column

Patch Group stion-pol001-us-west-2 (]

Create Tag Cancel m

4. Click Save.
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The instance should look like this:

(ENLG LS =L Connect  Actions v

EC2 Dashboard

~
Events L & & 0
Tags Q @ 11to 16 of 16
Reports
Limits Name ~ PatchPolicy - Instance ID Instance Type Availability Zone

Windows Test 01 i-445e9f80 m3.medium us-west-2a
Instances @  TestVMWindows i-0650a69cf5a812572  t2.micro us-west-2¢c
Spot Requests sam i-0da91ec7b786a8707  t2.micro us-west-2a
Reserved Instances

rav-win-test i-0e5352cc01183950h9 t2.micro us-west-2a
Scheduled Instances X . .

Instance: | i-0650a69cf5a812572 (TestVMWindows)  Public DNS: ec2-35-166-229-202.us-west-2.compute.amazonaws.com [_ Nl

Dedicated Hosts

Description Status Checks Monitoring Tags
AMIs
Bundle Tasks Add/Edit Tags
Volumes Key Value
Snapshots Name TestVMWindows Hide Column

v Patch Group
Security Groups
Elastic IPs
Placement Groups

Key Pairs

sampleapp-webservers-production-pol001-us-west-2

Show Column

Creating the Maintenance Window

The first step in creating a maintenance window is to create roles to support the maintenance window.
The account used to run this maintenance window (your user account) must have
the AmazonSSMFullAccess policy and the iam:PassRole policy.

Note: You can create a separate account for these policies and use that for your maintenance window.

When you create policies and roles, the first step is to create the IAM role that the maintenance window
will run under. This role needs the AmazonSSMMaintenanceWindowRole policy. By convention, this
role is named WindowsPatchingRole. The first step is to see if this role exists.

To search for the WindowsPatchingRole:

1. Open your AWS console and launch IAM.
2. On the left column, click Roles.
3. Type WindowsPatchingRole in the search box and press Enter.
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Search IAM . Create New Role Role Actions ~ Fs] & (7]

Dashboard WindowsPatchingRole Showing 0 results
Groups

Uoers (] Role Name # Creation Time

Roles No records found.

Policies

Identity providers
Account settings

Credential report

Encryption keys

If the role exists, you can skip to the Configuring Local User Account Permissions section. If it does not
exist, the following steps show how to create it.

To create the WindowsPatchingRole:

1. Inthe IAM section, click Roles on the left.

4 Create New Role Role Actions ~

c @« 0

Dashboard Showing 48 results
Groups
L Role Name % Creation Time =
Users
Roles O 12107Role 2017-02-15 20:41 EDT
Policies ] aws-opsworks-cm-ec2-role 2016-12-26 05:07 EDT
Identity providers

Account settings

Credential report

Encryption keys

aws-opsworks-cm-service-role

aws-opsworks-ec2-role

aws-opsworks-service-role
AWSCloudFormer-CFNRole-1VYGBTZSBETBJ
AWSSystemsManagerRole
AWS_ServiceCatalog_Constraints_Role
BastionCore-BastionLambdaExecutionRole-5Y052GAQABR1
BurtAutomation

BurtEC2ForSSMAccess

BurtRoleName

B..taDnln

2. Click Create New Role.
3. For Role Name, type WindowsPatchingRole.

v
2

2016-12-26 05:07 EDT

2016-09-19 17:19 EDT

2016-09-19 17:19 EDT

2015-03-25 18:26 EDT

2016-12-22 15:01 EDT

2016-09-20 19:10 EDT

2017-03-1511:45 EDT

2017-02-09 18:21 EDT

2017-02-09 18:09 EDT

2017-02-08 23:12 EDT

AN4T AN NG AA.AD ENT
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Create Role Set Role Name

Step 1: Set Role Name Enter a role name. You cannot edit the role name after the role is created.

Step 2 : Select Role Type Role Name WindowsPatchingRole|

Step 3 : Establish Trust Maximum 64 characters. Use alphanumeric and '+=,.@-_' characters
Step 4 : Attach Policy

Step 5 : Review

Cancel Next Step

4. Click Next Step.
5. Select the Amazon EC2 role under AWS Service Role and click Next Step.

Create Role Select Role Type
Step 1 : Set Role Name O AWS Service Roles

Step 2 : Select Role Type

. . » Amazon EC2
Step 3 : Establish Trust Select
Allows EC2 instances to call AWS services on your behalf.
Step 4 : Attach Policy
» AWS Directory Service
tep 5 : Review . . . . . Select
Allows AWS Directory Service to manage access for existing directory users and groups to AWS services.

w

» AWS Lambda

Allows Lambda Function to call AWS services on your behalf. Soleck
» Amazon Redshift
. Select
Allows Amazon Redshift Clusters to call AWS services on your behalf
» Amazon AP| Gateway
Select

Allows AP| Gateway to call AWS resources on your behalf.

Role for Cross-Account Access

Role for Identity Provider Access

Cancel  Previous

6. Type AmazonSSMMaintenanceWindowRole in the search window and select this policy.
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Create Role

Step 1 : Set Role Name
Step 2 : Select Role Type
Step 3 : Establish Trust
Step 4 : Attach Policy

Step 5: Re

Attach Policy

Select one or more policies to attach. Each role can have up to 10 policies attached.

Filter: Policy Type v AmazonSSMMaintenanceWindowRole

Policy Name = Attached Entities & Creation Time %

<

AmazonSSMMaintenanceWin... 2 2016-12-01 10:57 EDT

Cancel

7. Click Next Step.
8. Write down the name of the role and click Create Role.

Create Role

Step 1: Set Role Name
Step 2 : Select Role Type
Step 3 : Establish Trust
Step 4 : Attach Policy

Step 5 : Review

Review

Review the following role information. To edit the role, click an edit link, or click Create Role to
finish.
Role Name WindowsPatchingRole Edit Role Name
Role ARN  arn:aws:iam::284265742084:role/WindowsPat
chingRole
Trusted Entities The identity provider(s) ec2.amazonaws.com

Policies arn:aws:iam::aws:policy/service- Change Policies
role/AmazonSSMMaintenanceWindowRole

Cancel

Showing 1 results

Edited Time =

2016-12-01 10:57 EDT

S

Previous Create Role

9. Select your newly created role by typing Windows in the search box and then selecting your role.

v
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Search IAM

Dashboard
Groups

Users

Roles

Policies

Identity providers
Account settings

Credential report

Encryption keys

Create New Role Role Actions ~

Windof

(] Role Name * Creation Time 3

j LinuxPatchingMaintenanceWindowRole 2017-02-19 22:47 EDT
:J WindowsPatchingMaintenanceWindow 2017-03-22 00:32 EDT
)  WindowsPatchingRole 2017-03-22 13:51 EDT

10. On the Trust Relationships tab, click Edit Trust Relationships.

Search |IAM

Dashboard
Groups

Users

Roles

Policies

Identity providers
Account settings

Credential report

Encryption keys

IAM > Roles > WindowsPatchingRole

v Summary

Role ARN arn:aws:iam::284265742084:role/WindowsPatchingRole

Instance Profile ARN(s) arn:aws:iam::284265742084:instance-profile/WindowsPatchingRole
Path /

Creation Time 2017-03-22 13:51 EDT

Permissions Trust Relationships Access Advisor Revoke Sessions

You can view the trusted entities that can assume the role and the access conditions for the role. Show policy document

Edit Trust Relationship

c =% @

Showing 3 results

Trusted Entities Conditions

The following trusted entities can assume this role. The following conditions define how and when trusted entities can assume the
role.

Trusted Entities There are no conditions associated with this role.

The identity provider(s) ec2.amazonaws.com

11. Ensure that "Service" : "ssm.amazonaws.com" appears as a Principal attribute. If it does not exist,
add it as an attribute.

v
2
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LlrustRelatonsnip Edit Trust Relationship

You can customize trust relationships by editing the following access control policy document.

Policy Document

"Version": "2012-10-17",

"Statement": [

{
"Effect": "Allow

"Principal”: {

"
)

"Service": "ec2.amazonaws.com",
"Service": "ssm.amazonaws.com"

}’

"Action": "sts:AssumeRole"

12. Click Update Trust Policy.

Configuring Local User Account Permissions

To configure your local user account permissions:

1. Under IAM, click Users on the left.

. EE T

Dashiboard Q bwalsh
Groups

¥ Username - Groups
Users

o Dwalsh?
Aoles 2 2
Policies

idontity providers
Account sattings

Cradential report

Encryplion keys

2. Inthe search box, type your username.

3. Under your user account, click the Permissions tab on the right and see if

Password  Last sign-in

w

201 7-03-21 14:11 EDT

Accoss koys

2 active

the AmazonSSMFullAccess policy is attached to your account.

DXC Confidential Information
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Showing 1 result

Creation time +

2016-01=13 17:34 EDT

Update Trust Policy
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Aot aelirgs

Crochontial repaort

EndryTrad ks

Limors: * Dwmaishy |

Summary

by ARN TR T S TR L Tavain®S |

Path

G i Govmy OG-0 -5) N7 10T

[r:] B Aceun Advinor

o
[ S

Policy nama =

AHiad from group

3

AT LA A, - T

b Bl ASminatriorAocoaa.

3

Asrrirmbraersimin CO0 derrir 014081000

Farmirintrmiorioron- fai

4. If the policy is attached, skip to the step that starts "Go back to IAM" and find and select
the AmazonSSMFullAccess policy.

5. If the policy is not attached, click Policies on the left.

Cashiboand
Groups

Users

Fioles

Policies

Idertity providers
Account sattings

Credantal repart

Encryption keys

. ot e

Fitter: Policy Type =  sam

Policy Hame = Attached Entities =
AmazonECZRoledorS5M 15
AmazonSSMFullicoess a
AmazonSSMAutemationHole 2

AmazonSSMMaintenanceWind.,, 2

AmazonSSMReadOnlyAccess o

6. Selectthe AmazonSSMFullAccess policy
7. Click Policy Action and select Attach.

v
2

L7}
Policy Bypa =

Laranga podcy e grosan 5 Admia, i}
AAE. g Doy B R CROME. FuUs- S =
i poley frovn roup GG Adrers =
Iniine: policy from grooep OS50 _Admera 1
B ik il prodiy

= L] L)

Showing 5 results

Creation Time =

2015-05-29 1348 EOT

2015-05-29 13238 EDT

2016-12-05 1708 EDT

2018-12-01 10:57 EOT

201 5-05-29 1344 EDT
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2018-03-07 15:09 EDT

2007-02-23 1717 EDT

2016-12-01 10:57 EDT

2015-05-28 1344 EDT
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i Create Policy Policy Actions = ] o @

Dashboard Filter: Puolicy Ty Showing 5 results

Datach

Groups

Pl Atiached Entities = Creation Time = Edited Time *
Users
Roles ni AmazonEC2RoleicrS5M 15 201 5-05-20 13:48 EDT 2016-12-01 02:07 EDT
Policias «| §i  AmazonSSMFullAccess ] 201 5-05-26 13:39 EDT 2016-03-07 16:08 EOT
Identity providers il AmazonSSMAutomationRole 2 2016-12-05 1709 EDT 2017-02-23 1717 EDT
Account setlings il AmazonSSMMaintenanceWind.,, 2 201 6-12-01 10:57 EDT 2016-12-01 10:57 EOT
Credential report @ AmazonSSMReadOniyAccess 0 2015-08-29 13:44 EDT 2015-05-29 13:44 EOT
Emerypltion kays

8. Under Attach Policy, select your user account and click Attach Policy.

Attach Policy

Attach the policy to users, groups, or roles in your account.

Filter: All Types ~ Showing 149 results
(] Name % Type *
D agility user
(] agore user
E] apalaniswamy user
E] AWS-Audit-Account user
(]  bgunasekar2 user
bwalsh21 user
() ccowan user
E] ccuser user
E] ckamalanatha user
(] copydb2 user

Cancel Attach Policy

9. Go back to IAM > Users, find your user ID, and click Add inline policy on the bottom right.
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Users > bwalsh21

Search IAM 4
Dashboard SU mmary
Groups
User ARN arn:aws:iam::284265742084:user/bwalsh21
Users
Path /
Roles
Creation time 2016-01-13 17:34 EDT
Policies
Identity providers Permissions Groups (2) Security credentials Access Advisor

Account settings
Add permissions Attached policies: 5

Credential report

Policy name Policy type ~
Encryption keys Attached directly
> AmazonSSMFullAccess AWS managed policy x

Attached from group

» AdministratorAccess-Test Managed policy from group CSC_Admins x
> AdministratorAccess AWS managed policy from group CSCMS-Full-Admin x
» AdministratorAccess-CSC_Admins-201409051000 Inline policy from group CSC_Admins x
» AdministratorAccess-Test3 Inline policy from group CSC_Admins x

© Add inline policy

10. Under Set Permissions, select Policy Generator and click Select.

User Set Permissions

Permissions

Select a policy template, generate a policy, or create a custom paolicy. A policy is a document that formally states one or more penmissions. You can edit
the palicy on the following screen, or at a later time using the user, group, or role detail pages.

O Policy Generator

Usa the policy genarator to creata your own set of permissions. Select

Custom Policy

11. On the Edit Permissions page, select the following:
¢ For Effect, select Allow
o For AWS Service, select AWS Identity and Access Management
e For Actions, select Pass Role
e For Amazon Resource Name (ARN), type arn:aws:iam::284265742084:role/WindowsPatchingRole

v © 2018 DXC Technology Company. All rights reserved. 112
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Manage User Permissions Edit Permissions

The policy generator enables you to create policies that control access to Amazon Web Services (AWS) products and resources. For more information about

creating policies, see Overview of Policies in Using AWS Identity and Access Management.
Effect Allow © Deny
AWS Service AWS Identity and Access Mana ¥

Actions 1 Action(s) Selected

Amazon Resource Name

(ARN) !084:roIeNVindowsPatchingRold’

Add Conditions (optional)

Add Statement

12. Click Add Statement.
13. Click Next Step.

Manage User Permissions Edit Permissions

Cancel Previous Nex ‘i{ J

The policy generator enables you to create policies that control access to Amazon Web Services (AWS) products and resources. For more information about

creating policies, see Overview of Policies in Using AWS Identity and Access Management.

Effect Allow © Deny

AWS Service AWS Application Discovery Ser 5

Actions  -- Select Actions --

Amazon Resource Name .
(ARN)

Add Conditions (optional)
Add Statement

Effect Action Resource

Allow iam:PassRole arn:aws:iam::284265742084:role/WindowsPatchingRole

v © 2018 DXC Technology Company. All rights reserved.
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14. Under Review Policy, click Apply Policy.

Manage User Permissions Review Po|icy

Customize permissions by editing the following policy document. For more information about the access policy language, see Overview of Policies in the
Using IAM guide. To test the effects of this policy before applying your changes, use the IAM Policy Simulator.

Policy Name

policygen-bwalsh21-201783221613

Policy Document

°d
"Version": "2012-10-17",
- "Statement": [
. {
"Sid": "Stmt1490213555000",
"Effect": "Allow",
- "Action": [
"iam:PassRole"
1,
- "Resource": [
"arn:aws:iam: :284265742084:role/WindowsPatchingRole"
]
}
]
}
?J Use autoformatting for policy editing Cancel Validate Policy

Creating a Maintenance Window

To create a maintenance window

1. Under EC2, click Maintenance Windows on the left.
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NETWORK & SECURITY
Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

LOAD BALANCING
Load Balancers

Target Groups

AUTO SCALING

Launch Configurations
Auto Scaling Groups
SYSTEMS MANAGER
SERVICES

Run Command

State Manager
Automations

Patch Baselines
SYSTEMS MANAGER
SHARED RESOURCES
Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

Resources

You are using the following Amazon EC2 resources in the US West (Oregon) region:

12 Running Instances 6 Elastic IPs
0 Dedicated Hosts 34 Snapshots
20 Volumes 0 Load Balancers
15 Key Pairs 58 Security Groups

0 Placement Groups

Just need a simple virtual private server? Get everything you need to jumpstart your project - compute,
storage, and networking — for a low, predictable price. Try Amazon Lightsail for free.

Create Instance

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Launch Instance

Note: Your instances will launch in the US West (Oregon) region

Service Health ¢ Scheduled Events
Service Status: US West (Oregon):
@ US West (Oregon): No events

This service is operating normally
Availability Zone Status:

) us-west-2a:
Availability zone is operating normally

2. Click Create maintenance window.

v
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NETWORK & SECURITY Create maintenance window [l -Y2 .l ER
1

Security Groups

Elastic IPs Qr

Placement Groups

Key Pairs Window ID Name

Network Interfaces mw-070Bed3416¢cf2...  MyTestWindow

LOAD BALANGING mw-0b17b91d883bc...  Mine

Load Balancers mw-Obe2fe25af0af0... asdf

Target Groups mw-0c549210c8f66...  linux-patching-us-we...
AUTO SCALING mw-0cba961cc5551... Same

Launch Configurations
Auto Sealing Groups
SYSTEMS MANAGER
SERVIGES

Run Command

State Manager
Automations

Patch Baselines
SYSTEMS MANAGER
SHARED RESOURCES
Managed Instances
Activations
Documents
Maintenance Windows
Parameter Store

Patches

3. For Name, enter sampleapp-webservers-production-pol001-us-west-2.

State

Enabled
Enabled
Enabled
Enabled

Enabled

o @ 0

1to50f5

A maintenance windows lets you specify when a target set of managed instances should install updates or perform maintenance activities. Specify the details below to create a new maintenance
window:

Provide maintenance window details

Name* sampleapp-webservers-production-pol001-us-west-

Unregistered targets* Allow unregistered targets €

Specify schedule

Specify with* @ Schedule builder
CRON/Rate expression

Window starts* Every 30 Minutes

© Every Hours

Every Sunday w at H uTtc
Duration* 4 hours €
Stop initiating tasks* 1 hour before the window closes €

» AWS Command Line Interface command

* Required

4. For Window starts, select how often the maintenance window starts.
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5. Select values for Duration and Stop initiating tasks.

Registering Targets

Register the targets for the maintenance window. The targets are the instances with the Tag Patch Group
that have the value sampleapp-webservers-production-pol001-us-west-2, which is the value
associated with your patch baseline.

1. Under EC2, click Maintenance Windows on the left.

2. On the right, select your maintenance window.
3. Click Actions and select Register targets.

{ETWORK & SECURITY
Security Groups
Elastic IPs

Placement Groups
Key Pairs

Network Interfaces
Load Balancers

Target Groups

Launch Configurations
Auto Scaling Groups

Run Command
State Manager
Automations

Patch Baselines

Managed Instances
Activations

Documents
Maintenance Windows
Parameter Store

Patches

Create maintenance window J.T- {1
4

LS - I 2]
Q . 1to60f6
Register task
Window ID
Disable maintenance window
mw-0708ed3416cf2... Edit maintenance window
@ mw-07a84b87f22d0...  sarfsEEERUETIEHER AT LI
mw-0b17b91d883bc...  Mine Enabled
mw-Obe2fe25af0a80...  asdf Enabled
mw-0c549210c8f66... linux-patching-us-we...  Enabled
Maintenance window: mw-07a84b87f22d08227 (sampleapp-webservers-production-pol001-us-west-2) _ N Q=]

Description Tasks

History Targets

Window ID mw-07a84b8722d08227

State Enabled

Duration 4 hours

Allow unregistered targets No

4. For Owner information, enter DXC.

v
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Maintenance windows > Register targets

Register targets

Assign a set of instances to your maintenance window. You can choose to target by a tag group or managed instances.

Maintenance window mw-07a84b87f22d08227 (sampleapp-webservers-production-pol001-us-west-2)

Owner information DXC

Select targetsby @ Specifying tags

Specifying instances

Select tag key pairs to add targets that are tagged with these key pairs:

TagFilters 55 Name Tag Value

Patch Group w | sampleapp-webservers-production-pol0l ¥

* Required

5. For Select targets by, click Specifying tags.

Cancel [EENTEETGRTAT

6. For Tag Filters, set the Tag Name to Patch Group and the Tag Value to sampleapp-webservers-

production-pol001-us-west-2.
7. Click Close.

Maintenance windows > Register targets

Register targets

& Target registration succeeded

Registering Tasks

To register a task:

1. Make sure that your maintenance window is selected.
2. Under Actions, select Register task.

.v‘ © 2018 DXC Technology Company. All rights reserved.
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NETWORK & SECURITY Create maintenance window Actions ~
i ot maitenance witow | o6 @

Security Groups

Register targets
Elastic IPs Q = Lo 1to6of6
Placement Groups
Key Pai Window ID
ey pairs Disable maintenance window
Network Interfaces mw-0708ed3416¢f2... Edit maintenance window
=] LOAD BALANCING B  mw-07aB4b87f22d0... Delete maintenance window
Load Balancers mw-0b17b91d883bc...  Mine Enabled
Target Groups mw-Obe2fe25af0a90...  asdf Enabled
= AUTO SCALING mw-0c549210cBf66...  linux-patching-us-we... Enabled
Launch Configurations Maintenance window: mw-07a84b87{22d08227 (sampleapp-webservers-production-pol001-us-west-2) _N Q=
Auto Scaling Groups
Description Tasks Histof Targets
_, SYSTEMS MANAGER il L £
SERVICES
' Tasks are actions that will be performed during your maintenance window. The following tasks are part of the maintenance window:
Run Command
State Manager Schedule new task
Automations
Q Filter by att None found

Patch Baselines

Priority Task ARN Type Targets

Managed Instances

You do not have any Maintenance Window Tasks in this region
Activations

Documents

| Maintenance Windows
Parameter Store
Patches

3. Select AWS-ApplyPatchBaseline.

Register task

Maintenance window tasks define what actions will be executed in the maintenance window. In order to create a task select a document and specify the document parameters for the task.

Maintenance window sampleapp-webservers-production-pol001-us-west-2

Document*

&
Owned by Me or Amazon v (] [ilter by aitnt 1 to 30 of 30
Name Owner Platform type
e AWS-ApplyPatchBaseline Amazon Windows Command
AWS-ConfigureAWSPackage Amazon Windows, Linux Command
AWS-ConfigureCloudWatch Amazon Windows Command
AWS-ConfigureDocker Amazon Windows Command
AWS-ConfigureWindowsUpdate Amazon Windows Command
AWS-FindWindowsUpdates Amazon Windows Command
AWS-GatherSoftwarelnventory Amazon Windows, Linux Policy
AWS-InstallApplication Amazon Windows Command
AWS-InstallMissingWindowsUpdates Amazon Windows Command
AWS-InstallPowerShellModule Amazon Windows Command
AWS-InstallSpecificWindowsUpdates Amazon Windows Command
AWS-InstallWindowsUpdates Amazon Windows,Linux Command
AWE. IninNirartanRaniraNamain Amazan Windmwe Mammand

4. Make sure that your target is selected and then scroll down and click Select.
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Task Priority 1

Targets

Targets are the instances you would like to associate with this document. You can choose to target by both managed instance and tag.

Registered Targets eacf419e-c944-4276-bfa7-a65226d09469

Select a

Q 1to10of1
Window Target ID Owner Information

B  eacfd19e-c944-4276-bfa7-a65226d09469 DXC

Parameters

5. Ensure that the owner you specified before is DXC.
6. Scroll down further and ensure the following:

e Operation is install

¢ Role is the role you created or found above, which

is arn:aws:iam::284265742084:role/WindowsPatchingRole in the example

¢ Indicate how many instances the patching should execute on concurrently

¢ Indicate the number of errors that should cause the maintenance window to stop
7. Click Register task.

Task Priority 1

Targets
Targets are the instances you would like to associate with this document. You can choose to target by both managed instance and tag.

Registered Targets eacf419e-c944-4276-bfa7-a65226d09469

Select a

Q 1to1of1
Window Target ID Owner Information

B  eacf419e-c944-4276-bfa7-a65226d09469 DXC

Parameters
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Patching Linux Instances
Using Linux Patch Manager

You can use Patch Manager to create a patch baseline for Linux instances, organize instances into patch
groups, and scheduling a maintenance window.

This example illustrates how to create a patch baseline for Linux instances. The baseline will be run
under a maintenance window. The maintenance window sets the schedule for applying the patches
(baseline) on the specified instances in the patch group. You configure the patch group on the instance
by setting the Patch Group tag. Note: At the time of the release of this document, the SSM agent
installed on Linux instances must be at a minimum version of 2.0.834.0.

For specific details on working with Patch Manager for Linux instances, refer to the AWS
documentation: http://docs.aws.amazon.com/systems-manager/latest/userqguide/sysman-patch-

working.html.

Patch Baseline
The patch baseline is used to specify the following criteria about the patching to apply to instances:

Classification (patch type)

Severity

Auto approve delay

Approved (whitelisted) patches

Rejected (blacklisted) patches

You can search for an existing patch baseline that meets your needs or create a patch baseline to apply
to your instances.

Inspecting current Patch Baselines

If you are a creating a new patch baseline, you can skip this section. For more information, see the
"Creating a Patch Baseline" section.

To inspect current patch baselines:

1. Onthe AWS services page, click EC2.
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AWS services

v Recently visited services

¢ 1AM

ﬁ CloudWatch

v All services

®

Compute

EC2

EC2 Container Service
Lightsail

Elastic Beanstalk
Lambda

Batch

EC2 ﬁ]

Lambda

Developer Tools
CodeCommit
CodeBuild
CodeDeploy
CodePipeline
X-Ray

CloudFormation

Internet of Things
AWS loT

Game Development

Amazon GamelLift

2. Under SYSTEMS MANAGER SERVICES on the left nav column, click Patch Baselines.

rcereceres @ quicksiiver-dev ~

N. Virginia ~ Support ¥

Actions v

AMis
‘ S # 0
Bundie Tasks "
Q 1todofd
Volumes Baseline ID Baseline Name Baseline Description Operating System Default Baseline
Snapshots pb-09ca3fb51f0412ec3 AWS-DefaultPatchBaseline Default Patch Baseline Provided by AWS. Windows true
= NETWORK & pb-0c10e657807¢7a700  AWS-AmazonLinuxDefaultPatchB...  Default Patch Baseline for Amazon Linux Provided by AWS.  AmazonLinux true
Security Groups pb-0c7e891711c3095(4 AWS-UbuntuDefaultPatchBaseline Default Patch Baseline for Ubuntu Provided by AWS Ubuntu true
Elastic IPs pb-0cbb3a633de00f07c  AWS-RedHatDefaultPatchBaseline  Default Patch Baseline for Redhat Enterprise Linux Provide...  RedhatEnterpriseLinux true

Placement Groups
Key Pairs

Network Interfaces

Load Balancers

Target Groups

Launch Configurations

Auto Scaling Groups

Run Command
State Manager
Automations
Patch Compliance

| Patch Baselines

N N=)

3. Select each patch baseline to view the Description tab, Approval Rules tab, and Patch Exceptions

(whitelist and blacklist).
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AMis ‘Create Patch Baseline Q™20 SR
1 Lo
Bundie Tasks
Qr 1todol4
=] ELASTIC E H T
Volumes Baseline ID Baseline Name Baseline Description Operating System Default Baseline
Snapshots pb-09ca3fb51f0412ec3 AWS-DefaultPatchBasaeline Default Patch Baseline Provided by AWS. Windows true
=] NETWORK & S! ITY pb-0c10e657807c7a700 AWS-AmazonlinuxDefaultPaichB...  Default Patch Baseline for Amazon Linux Provided by AWS, AmazonLinux frue
Security Groups pb-0c7eB91711c309514 AWS-UbuntuDefaultPatchBaseline Default Patch Baseline for Ubuntu Provided by AWS Ubuntu true
Elastic IPs @ pb-Ocbb3a633de00f07c AWS-RedHatDefaultPatchBaseline Default Patch Baseline for Redhat Enterprise Linux Provide...  RedhatEnterpriseLinux true
Placement Groups
Key Pairs
Network Interfaces
=L
Load Balancers
Target Groups
Launch Gonfigurations
Patch Baseline: pb-Ochb3a633de00f07c _N_1J

Auto Scaling Groups

TEMS MANAGER Description Approval Rules Patch Exceptions

Run Command

Baseline ld  amaws:ssmus- Baseline Name AWS-RedHatDefaultPatchBaseline

State Manager east-1:075727635805:patchbaseline/pb-
. Ocbb3ab33de00f07c

Automations o ) o )

Description  Default Patch Bassline for Redhat Enterprise Linux Operating System  RedhatEnterpriseLinux
Patch Compliance Provided by AWS.
Patch Baselines Default Baseline true Patch Groups -

Created Date  July 2, 2017 at 4:29:36 PM UTC-5 Modified Date  July 2, 2017 at 4:20:36 PM UTC-5

The default RedHat example baseline shown below applies critical and security patches marked with a
severity of Critical and Important. The patches are applied 7 days after they are released. Additionally,
all bug fixes are also applied 7 days after they are released.

Resource Groups ~ * [ rcereceres @ quicksilver-dev ~  N. Virgini

AMIs . Create Patch Baseline - ERS o % @
Bundie Tasks
Q Fit ribut 1todofd
Volumes Baseline ID Baseline Name Baseline Description Operating System Default Baseline
Snapshots pb-09cadfb51f0412ec3  AWS-DefaultPatchBaseline Default Patch Baseline Provided by AWS, Windows true
= NETWORK pb-0c10e657807c7a700  AWS-AmazonLinuxDefaultPatchB...  Default Patch Baseline for Amazon Linux Provided by AWS. AmazonLinux true
Security Groups pb-0c7eB91711c3095/4 AWS-UbuntuDefaultPatchBaseline Default Patch Baseline for Ubuntu Provided by AWS. Ubuntu true
Elastic IPs @  pb-Ocbb3a633de00f07e AWS-RedHatDefaultPatchBaseline Default Patch Baseline for Redhat Enterprise Linux Provide.. RedhalEnterprisaLinux true
Placement Groups
Key Pairs

Network Interfaces

Load Balancers
Target Groups

Launch Configurations

Patch Baseline: pb-0Ocbb3a633de00f07c [ = =]
Auto Scaling Groups

SEl Description Approval Rules Patch Exceptions

Run Command

proval
State Manager Product Classification Severity :“.'I:v“" Compliance Level
Automations
- Security Critical, Important Walt 7 days before Unspecified
Patch Compliance approving
. . ‘Wait 7 days before ;
Patch Baselines Bugfix appmvmgy Unspecified

This baseline does not have approved (whitelist) patches nor does it have rejected (blacklist) patches.
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AMIs Create Patch Baseline J.T-L0LE 04
o % 0
Bundle Tasks
'y 1to4of4
Volumes Baseline ID Baseline Name Baseline Description Operating System Default Baseline
Snapshots pb-08ca3dfb5110412ec3 AWS-DefaultPatchBaseline Default Patch Baseline Provided by AWS Windows frue
= pb-0c10e657807¢7a700  AWS-AmazonLinuxDefaultPatchB. Default Patch Baseline for Amazon Linux Provided by AWS. AmazonLinux true
Security Groups pb-0c7e89f7 11309564 AWS-UbuntuDefaultPatchBaseline  Default Patch Baseline for Ubuntu Provided by AWS. Ubuntu true
Elastic IPs @  pb-Ocbb3a633de00f07c AWS-RedHatDefaultPatchBaseline Default Pateh Baseline for Redhat Enterprise Linux Provide. RedhalEntempriselinux true
Placement Groups
Key Pairs
Network Interfaces
Load Balancers
Target Groups
Launch Cenfigurations
Patch Baseline: pb-Ocbb3a633de00f07c _J— Y]

Auto Scaling Groups

Description Approval Rules Patch Exceptions

fun Gommand Approved Patches - Approved Patches Compliance  Unspecified

State Manager Level

Automations Rejected Patches -

Patch Compliance

Patch Baselines

Notes:

You can filter the patch baseline list by Name Prefix, Operating System or Owner, and it is
recommended that you hame a patch baseline to match the patch type to make it easier to identify which
baselines apply to each patch type.

Search for applicable patch baselines by executing the above procedure for each patch baseline until you
find an existing one that works. You can also create your own patch baseline.

Creating a Patch Baseline

Use a haming convention for patch baselines. For this example the convention will be:
<environment>-<o0s>-<region>

The example shows how to create a baseline for the development RHEL 6.7 servers in us-west-2.
dev-rhel6-patch-us-west-2

The patch baseline has the following requirements for the servers, which are RHEL 6.7 instances:

o Apply Security updates of severity Critical 4 days after the release.
o Apply Budfix updates of level Important 7 days after the release.
e Do not apply patch on any python-related package (blacklist).

To create a patch baseline:

1. Onthe AWS services page, click EC2.
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AWS services

v Recently visited services

¢ 1AM

ﬁ CloudWatch

v All services

®

Compute

EC2

EC2 Container Service
Lightsail

Elastic Beanstalk
Lambda

Batch

EC2 ﬁ]

Lambda

Developer Tools
CodeCommit
CodeBuild
CodeDeploy
CodePipeline
X-Ray

CloudFormation

Internet of Things
AWS loT

Game Development

Amazon GamelLift

2. Under SYSTEMS MANAGER SERVICES on the left nav column click Patch Baselines.

rcereceres @ quicksliver-dev ~

Support ~

N. Virginia ~

S & 0

1todofd

AMIs Create Patch Baseline JW.-LLER4
<
Bundie Tasks -
Q Fit
Volumes Baseline ID Baseline Name Baseline Description
Snapshots pb-09ca3fo51f0412ec3 AWS-DefaultPatchBaseline Default Patch Baseline Provided by AWS.
=] NETWORK & SECL pb-0c10e657807c7a700  AWS-AmazonLinuxDefaultPatchB...  Default Patch Baseline for Amazon Linux Provided by AWS
Security Groups pb-0c7e891711c30954 AWS-UbuntuDefaultPatchBaseline  Default Patch Baseline for Ubuntu Provided by AWS
Elastic IPs pb-Ocbb3a633de00f07c  AWS-RedHatDefaultPatchBaseline  Default Patch Baseline for Redhat Enterprise Linux Provide.

Placement Groups
Key Pairs

Network Interfaces
Load Balancers
Target Groups

Launch Configurations

Auto Scaling Groups

Run Command
State Manager
Automations
Patch Compliance
| Patch Baselines

3. Click Create Patch Baseline.
4. Onthe Create Patch Baseline page, fill in the following information:

v
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Operating System
Windows
AmazonLinux
Ubuntu

RedhatEnterpriseLinux

Default Baseline

true
true

true

_N_ N =)
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Field Value
Name Name of the patch baseline, for this example: dev-rhel6-patch-us-west-2/
Description Type a description for the patch baseline.

Operating System | Select RedhatEnterpriseLinux from the dropdown list.

5. Under Approval Rules, add the following two approval rules:

Product Classification | Severity [ Auto Approval Delay | Compliance Level
RedhatEnterpriseLinux6.7 | Security Important | 3 Unspecified
RedhatEnterpriseLinux6.7 | Bugfix Critical 5 Unspecified

6. Inthe Patch Exceptions Section, under Reject Patches, type *python*.
7. Click Create Patch Baseline.
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Patch Baselines > Create Patch Baseline

A Patch Baseline defines Patch Approval Rules and Patch Exceptions.
Name* dev-rhel§-patch-us-west-2

Description Patch Baseline for Dev RHEL 6 workloads

Operating System RedhatEnterpriseLinux - 0
Approval Rules
Product Classification Severity Auto Approval Delay Compliance Level
RedhatEnterpriseLinux6.7 - Security - Important - Wait 3 days before approving Unspecified - 9
RedhatEnterpriseLinux6.7 v | Bugfix v | Critical v | Wait 5 days before approving | |jnqpecified - 9

Add rule 8 remaining

Patch Exceptions

Approved Patches

Compliance Level Unspecified - O

Rejected Patches *python’|

[+=0"l  Create Patch Baseline

Note: When you create patch baselines for Amazon Linux and RHEL, if you specify Approved Patches,
be aware that Systems Manager supports Bugzilla ID, CVE ID, Advisory ID, and package-name
wildcards. If you specify Rejected Patches, Systems Manager only supports package-name wildcards.

Attaching a Patch Group to the Patch Baseline

After you have identified or created the correct patch baseline, you need to associate it with a Patch
Group.

To attach a patch group to the patch baseline:

1. InEC2, under SYSTEMS MANAGER SERVICES on the left nav column click Patch Baselines.
2. Select the patch baseline you have created.
3. Click Actions and select Modify Patch Groups.
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[T} ces v Resource Groups +

AMis

Bundle Tasks
Baseline ID eline Description ~ Operating System Detault Baseline
pb-00ca351M412 BWault Patch Basel...  Windows true
Volumes
pb-0c10e657807c7 AWS-AmazonLinux. Default Patch Basel...  AmazonLinux true
Snapshots
pb-0c7089(711c309...  AWS-UbuntuDefault... Default Patch Basel...  Ubuntu true
pb-Ocbb3a633de00r... AWS-RedHatDefaul... Default Patch Basel...  RedhatEnterpriseli true
Security Groups @  pb-03b65MB4fBaBdd. dev-rhei6-patch-us- Patch Baseline for . RedhatEnterpriseli. ‘alse
Elastic IPs b hel67-patch-b RedhatEnterpriseli faiso
Placement Groups
Key Pairs
Network Interfaces
Load Balancers
Target Groups
Launch
Configurations
Auto Scaling Groups
Run Command
State Manager
Automations. Patch Baseline: pb-03b658418aBad 1b4
Patch Compliance
Patch Baselines Description Approval Rules Patch Exceptions
Baseline Id  pb-03b65(8418aBdd1b4 Baseline Name  dev-rhel6-patch-us-west-2
Description  Patch Baseiine for Dev RHEL 6 workioads Operating System  RedhatEnterpriselinux
Managed Instances Default Baseline  faise Patch Groups -
Activations Created Date  August 8, 2017 at 10:47:50 AM UTC-5 Modified Date  August 8, 2017 at 10:47:50 AM UTC-5
Documents
Maintenance
Wi

Parameter Store
Patches

4. If you do not see a patch group text box, click Add new patch group.
5. Inthe text box, type rhel-patch-test. Instances that have a tag named Patch Group that has this
value, will have this patch baseline applied to them.

Patch Baselines > Modify Patch Groups

Modify Patch Groups

Are you sure you want to perform this action?

Baseline Id pb-03b65f84f8a8dd1b4
Name dev-rhel6-patch-us-west-2
Description Patch Baseline for Dev RHEL 6 workloads

Patch Groups Patch group

rhel-patch-test [ )

Add new patch group

6. Click the checkbox next to the patch group then click Close.

7. Onthe EC2 page, click Patch Baselines.

8. Click refresh (the up/down arrow) and then select your patch policy and ensure that the Patch
Groups entry under the Description tab shows your patch group.
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Create Patch Baseline Q.Y L1 URg

Baseline ID Baseline Name Baseline Description  Operating System Default Baseline
pb-09ca3510412. AWS-DefaultPatchB Default Patch Basel. Windows true
pb-0c10e657807¢c7. AWS-AmazonLinux. Default Patch Basel AmazonLinux true
pb-0c7e891711c309, AWS-UbuntuDefault Default Patch Basel Ubuntu true
pb-Ocbb3ab33de00! AWS-RedHatDefaul Default Patch Basel RedhatEnterprisel true

@  pb-03b65fB4fBaBdd. dev-rhel6-patch-us-. Patch Baseline for ...  RedhatEnterpriseLi false

Patch Baseline: pb-03b65f84f8aBdd1b4

Description Approval Rules Patch Exceptions

Baseline Id  pb-03b65(8418aBdd1b4 Baseline Name  dev-rhei6-patch-us-west-2
Description Patch Baseline for Dev RHEL 6 workioads Operating System  RedhatEnterpriseLinux
Default Baseline faise Patch Groups  rhel-patch-test
Created Date  August 8, 2017 at 10:47:50 AM UTC-5 Modified Date  August 8, 2017 at 10:47:50 AM UTC-5

Tagging Instances

Any instances that are started up as a result of creating a stack from the simple-workload-linux.json
CloudFormation template should have the Patch Group tag/value applied if a value was set for the Patch
Group variable on the template.

The example below describes how to manually add the tag to an instance in EC2.

Use the Patch Group tag for Linux tagging. The tag value is used to pair the instance with the correct
patch baseline in a maintenance window.

Note: It is assumed that the instance(s) have the SSM agent installed and are active, which is required to
run commands on the machine.

Note: You can apply only one patch baseline to a Windows instance.
To tag an instance:

1. InEC2, click Running Instances, locate your instance, and select it.
2. Click the Tags tab below the instance list.
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= NS IAES

| instances Q Fifter by tags and attributes or sesrch by keyword @ X < 1065016 >
Spot Requests
PR — Name - Instance ID - instance Type - Instance State - Status Checks - AlarmStatus  KeyName - Launch Time -
Scheduled Instances @  testrhelb7-server i0ccadeBeds23168cc  2.micro @ running © 22checks... None % rayqsdevuse.. August9, 2017 at 10:0745 ...
Dedioated Hosts BRhed 1036773621b2cb5d1  12.micro @ ruming © 22checks...  None Y butquicksive.. August8, 2017 at 82433 A...
= IMAGES re-rhel72 10858854 114cf82217 12.small @ running © 22checks... & OK % ray-gsdev-us-e.. August4, 2017 at 10:56:01 ...
AMis re-rhel6? 1008304374734466...  2.small @ running © 22checks... @ NoData Vg raygsdev-use... Augustd, 2017 at 10:48:21 ...
Bundle Tasks 108507760997836a4f  12.micro @ rumning © 22checks... None % burtquicksive.. August3,2017 at 9:00:28A...
|=) ELASTIC BLOCK STORE
Volumes
Sospshots Instance: | I-0ccade6ed523168cc (test-rhel67-server)  Public DNS: ec2-34-207-176-202.compute-1.amazonaws.com -
= NETWORK & SECURITY
Security Groups Description ~ StatusChecks ~ Monitoring  Tags
Elastic IPs
Placement Groups Add/Edit Tags
Key Pairs
Network Interfaces Key Value
= LOAD BALANCING Name test-rhel67-server Hide Column
Load Balancers
SR

3. Click Add/Edit Tags.
4. Click Create Tag and add a tag named Patch Group with a value of rhel-test-patch.

Add/Edit Tags

Apply tags to your resources to help organize and identify them.

A tag consists of a case-sensitive key-value pair. For example, you could define a tag
with key = Name and value = Webserver. Leam more about tagging your Amazon EC2

5. Click Save.
The instance tags should look like this:
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Instances
Spot Requests

Reserved Instances Name Instance 1D Instance Type -~ Instance State - Status Checks - Alarm Status
Scheduled Instances B testrhei67-server i-OccadeGed523168cc  12.micro & running @ 22checks... None
Dedicated Hosts BRhed 1036773621b2cbf5d1  2.micro @ running © 22checks... None

re-rhel72 10858854114c18227  12.smal @ running © 272 checks © oK
AMis re-rhel67 1-0982943747344e6. 12.smal @ running & 272 checks @ NoData
Bundle Tasks 1-0B5b7760997836a4!  12.micro @ running & 272 checks None

Volumes
Snepehots instance: | i-Occa3e6ed523168cc (test-rhel67-server)  Public DNS: ec2-34-207-176-202.compute-1.amazonaws.com
Security Groups Description Status Checks Monitoring Tags
Elastic IPs
Placement Groups Add/Edit Tags
Key Pairs
Network Interfaces Key Value
Name test-rhel67-server
Load Balancers Patch Group thel-patch-test

Target Groups

Creating the Maintenance Window

Key Name
ray-qsdev-us-e..
burt-quicksilve
ray-qsdev-us-e.
ray-gsdev-us-e

burt-quicksiive

Launch Time

August 9, 2017 at 10:07:45
August 8, 2017 at 8:24:33 A,
August 4, 2017 at 10:56:01
August 4, 2017 at 10:48:21

August 3, 2017 at 9:09:26 A

1to50f5

Hide Column

Show Column

A maintenance window will automate the installation of patches, ensuring that servers patch levels are

maintained at a level required by your organization.

To create a maintenance window:

1. In EC2, under SYSTEMS MANAGER SHARED RESOURCES on the left nav column, click

Maintenance Windows.

© 2018 DXC Technology Company. All rights reserved.
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D e
Reserved Instances 4 Resources c'
Scheduled Instances You are using the following Amazon EC2 resources in the US East (N. Virginia) region:

Decdicated Hosts 5 Running Instances 4 Elastic IPs

= IMAGES 0 Dedicated Hosts 32 Snapshots
AMls 19 Volumes 0 Load Balancers
Bundle Tasks 4 Key Pairs 10 Security Groups

0 Placement Groups

ELASTIC BLOCK STORE
Volumes

Create Instance
Snapshots

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

NETWORK & SECURITY

Security Groups Launch Instance

Elastic IPs
Placement Groups Note: Your instances will launch in the US East (N. Virginia) region

Key Pairs Service Health (™ Scheduled Events ¢
Network Interfaces

Service Status: US East (N. Virginia):
= LOAD BALANGCING N ;
inial: o events
Load Balancers & US East (N. Virginia):
This service is operating normally
Target Groups

Availability Zone Status:

AUTO SCALING
& us-east-1a:

Launch B .
Configurations Availability zone is operating normally
Auto Scaling Groups g us-east-1b:

Availability zone is operating normally
SYSTEMS MANAGER

SERVICES @ Us-east-1c:
Run Command Availability zone is operating normally
State Manager o Us-east-1a:
Automations Availability zone is operating normally

Patch Compliance o us-east-1e:

Patch Baselines Availability zone is operating normally
— SYSTEMS MANAGER g Us-east-1f:
SHARED RESOURCES Availability zone is operating normally
Manas Instances
ged Service Health Dashboard
Activations
Documents

w

Parameter Store

2. Click Create maintenance window.
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Spot Requests
Reserved Instances
Scheduled Instances
Dedicated Hosts

= IMAGES
AMIs
Bundile Tasks

=/ ELASTIC BLOCK STORE

Volumes
Snapshots

= NETWORK & SECURITY
Security Groups
Elastic IPs

Placement Groups
Key Pairs
Network Interfaces

LOAD BALANCING
Load Balancers
Target Groups

= AL
Launch
Configurations
Auto Scaling Groups

SCALING

A5 MANAGER
S

Run Command
State Manager
Automations
Patch Compliance
Patch Baselines

SHAR OURCES
Managed Instances
Activations
Documents.
~Maintenance |
.. Windows

Parameter Store

Welcome to EC2 Systems Manager - Maintenance Windows

EC2 Systems Manager enables you to easily configure and manage instances running in EC2 or on-premises. Find out more about EC2 Systems Manager.

Defining a maintenance window helps you define a recurring window of time to run administrative and maintenance tasks across your instances. This ensures that making configuration changes do not

disrupt business critical operations. Find out more about maintenance windows.

Create a Maintenance Window

Getting started with Maintenance Windows

1. Create a Maintenance Window 2. Register targets and tasks

Create a maintenance window by scheduling a window of time in  Register managed ir as targets on the

which tasks can be performed. window. This allows you to specify which managed instances can
be targeted by tasks within the window. Then add tasks to your
maintenance window selecting targets from the predefinied
maintenance window targets.

3. For Name, enter dev-rhel6-patch-window.

v
Y
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3. Monitor tasks progress

Once you set Up your maintenance window you can monitor
which tasks were run on your managed instances within each
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Maintenance windows > Create maintenance window

A maintenance windows lets you specify when a target set of managed instances should install updates or perform maintenance activities. Specify the details below to create a new maintenance window:

Provide maintenance window details

Name* dev-rhel6-patch-window 0
Unregistered targets* [ Allow unregistered targets @
Specify schedule
Specifywith @ ©Cron schedule builder
Rate schedule builder
CRON/Rate expression
Window starts Every 30 Minutes
© Every 12 v Hours
Every Day ¥ at uTtc
Duration* 4 hours 0
Stop initiating tasks* 1 | hour before the window closes @

» AWS Command Line Interface command

4. For Window starts, specify a time for how often the window should start.
5. Specify values for Duration and Stop initiating tasks.
6. Click Create maintenance window.

Registering Targets

After you have created a maintenance window, you need to register the targets for the maintenance
window. The targets are the instances associated with the Patch Group tag that have the value rhel-
patch-test, which is the value associated with your patch baseline.

To register targets:

1. InEC2, under SYSTEMS MANAGER SHARED RESOURCES on the left nav column, click
Maintenance Windows.

2. Select your maintenance window.

3. Click Actions and select Register targets.
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[ T Services Resource Groups v * N

EC2 Dashboard c e i Actoanle

Events 4

Tags Q ) a

Reports Register run command task

Limits @ Window ID Na

Disable maintenance window

B TROIANGE B  mw-09ccd86eed20... BE  Edit maint o

Instances

Delete maintenance window

Spot Requests
Reserved Instances
Scheduled Instances
Dedicated Hosts
AMis

Bundle Tasks

Volumes
Snapshots

= NETWORK & SE(

4. For Owner information, type DXC.

Maintenance windows > Register targets
Register targets

Assign a set of instances to your maintenance window. You can choose to target by a tag group or managed instances.

Maintenance window mw-09cc486eed20abbab (dev-rhel6-patch-window)

Owner information DXC

Targets

Targets are the instances you would like to register with maintenance window. You can choose to target by both managed instance and tag.

Select Targetsby © Specifying Tags
Manually Selecting Instances

Select tag key pairs to add targets that are tagged with these key pairs:

Tags  Tag Name Tag Value

Patch Group w | rhel-patch-test -

Cancel [ETNEIETEETATENY

5. For Select targets by, click Specifying tags.

6. For Tag Filters, set the Tag Name to Patch Group and the Tag Value to rhel-patch-test.

7. Click Register targets.

8. Click Close.
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Maintenance windows > Register targets

Register targets

@ Target registration succeeded

Registering Tasks

After registering your targets, you need to register your tasks.
To register your tasks:

1. InEC2, under SYSTEMS MANAGER SHARED RESOURCES on the left nav column, click
Maintenance Windows.

Select your maintenance window.

3. Under Actions, select Register run command task.

n

T Services ~ Resource Groups ~ % Jal
EC2 Dashboard Create maintenance window Actions ~
Events 1
Tags A ) Register targets
Repcrts S R ster run commal
Limits [ ] Window ID N
Disable maintenance window
= INSTANC @  mw-09cc486eed20...  deENTERR
Instances Delete maintenance window
Spot Requests

Reserved Instances
Scheduled Instances
Dedicated Hosts

AMIs
Bundle Tasks

Volumes
Snapshots

Security Groups
Elastic IPs

4. Select AWS-RunPatchBaseline.
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Maintenance window dev-rhel6-patch-window

Command Document*

Owned by Me or Amazon v L

Name Owner Platform type
AWS-ListWindowsinventory Amazon Windows Command
AWS-RunDockerAction Amazon Windows,Linux Command
AWS-RunSaltState Amazon Linux Command
AWS-InstallPowerShellModule Amazon Windows Command
AWS-InstallApplication Amazon Windows Command
AWS-JoinDirectoryServiceDomain Amazon Windows Command
®  AWS-RunPatchBaseline Amazon Windows, Linux Command
AWS-InstallSpecificWindowsUpdates Amazon Windows Command
AWS-RunShellScript Amazon Linux Command
AWS-ConfigureCloudWatch Amazon Windows Command

5. Scroll down to the Targets section and verify that your target is selected
selected, click Select, and select a target.

Targets

Document description

Scans for or installs patches from a patch baseline to a Linux or Windows operating system.

1

Targets are the instances you would like to associate with this document. You can choose 10 target by both managed instance and tag.

Parameters

Adva

nced »

Registered Targets

Timeout (seconds)

08ab0089-5ef4-411b-b97e-00e3f2fe52e5

Select v

arm:aws:iam::225092052606:10le/CSCMS-C ¥ C  Add new custom role

2 Targets [ concurrently
10 emors
Scan v @

(i)
600 Li]

6. Verify that the owner you specified is DXC.
7. Scroll down to the Parameters section and ensure the following values are set:
e Role should be the DefaultinstanceRole created by the Master template, which

is arn:aws:iam::225992052696:role/CSCMS-Default-Instance-Role in the example.
e Operation: select Install.
e For Execute on, specify how many instances the patching should execute on concurrently.
e For Stop after, specify the number of errors that should cause the maintenance window to stop.
8. Click Register task.
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Maintenance windows > Register run command task

Register run command task

@ Register task succeeded

Close

9. After the registration has successfully completed, click Close.

Viewing the Maintenance Window Results

To view the results of the Maintenance Window executions, select the maintenance window and click the
History tab. This will display the runs. To view additional details, click View details.

| I .- oo 0

] 1to1af1
@ WindowID Name State
[ ] 2 dev-rhel6-patch-wind Enabled
window: m) 0Oabba5 (dev-rhel6-patch-window) _J—N=]
Description Tasks History Targets
Maintenance window history lets you view the details of each execution of a maintenance window. Search below to find an execution of a maintenance window and then examine ts details.
Q 1to20f2
Window execution 1D Status Status details Start time End time
b5090487-9789-4a06-0044-98148446... Success . August 10, 2017 at 6:30:35 AM UTC-5 August 10, 2017 at 6:30:56 AM UTC-§ View details
ee82be0b-376e-4377-919b-ab55a 1af329f Success - August 10, 2017 at 7:00:35 AM UTC-5 August 10, 2017 at 7:00:51 AM UTC-5 View details
' © 2018 DXC Technology Company. All rights reserved. 138
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Monitoring Instances

.v‘ © 2018 DXC Technology Company. All rights reserved. 139

A DXC Confidential Information



DXC Managed Services for AWS Delivery Guide

The following CloudWatch alarms are defined when an instance is created:

Alarm

System Status Failed
Alarm

Status Failed Alarm
Memory Utilization Alarm

Instance Status Failed
Alarms

Disk Utilization Alarm

CPU Utilization Alarm

Description

AWS/EC2 system status check failed for 3 consecutive periods of 60 seconds

AWS/EC2 status check failed for 3 consecutive periods of 60 seconds
Minimum memory utilization over 85% for 2 consecutive periods of 300 seconds

AWS/EC2 instance status check failed for 3 consecutive periods of 60 seconds

Minimum disk utilization on root volume over 85% utilization for 2 consecutive
periods of 300 seconds

Average CPU utilization over 85% for 2 consecutive periods of 300 seconds

EC2 Alarms are discussed on this page:

http://docs.aws.amazon.com/AmazonCloudW atch/latest/monitoring/ec2-metricscollected.html

Some of the metrics above are custom (disk and memory).
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Protecting Endpoints
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The End Point Protection service is provided by CrowdStrike, a SaaS based solution. The agent is
preinstalled on the Windows AMIs and requires the Delivery Engineer enter in the CID, which is a unique
ID that differentiates one customer from another. For Linux, the agent must be downloaded from the
CrowdStrike portal, placed in the customer S3 bucket, and installed during the provisioning of the Linux
instance.

Prerequisites

e Customer has been onboarded onto CrowdStrike
o Delivery Engineer has access to CrowdStrike portal
e Google Chrome is the only supported browser

Downloading the Linux RPM

To download the RPM for Linux installations:

1. Log into CrowdsStrike.

2. Navigate to Support and then Downloads.

3. Look for the download RHEL September 2016.

4. Download the Falcon Host Sensor to your local drive. Currently the name of the RPM is falcon-
sensor-2.0.24-1404.x86_64.rpm.

5. Copy the RPM to each customer S3 bucket for each region where instances will be provisioned. The
location of the file should be:
dxc.customer.config-<AWS::Accountld>-<AWS::Region>/deploy/externs/falcon-sensor-2.0.24-
1404.x86_64.rpm
For example:dxc.customer.config-211682634048-us-west-2/deploy/externs/falcon-sensor-
2.0.24-1404.x86_64.rpm. The RPM will be retrieved from this S3 bucket during instance provisioning

Finding the CrowdStrike ID for Windows Instances

For Windows installations, the CrowdStrike ID is required. To find the customer's CrowdStrike ID:

1. Log into CrowdStrike.

2. Navigate to Support and then Downloads.

3. Atthe top of the screen, you should see the message, "Your Customer ID with Checksum is
5F983CA84F27459B9B2A025AC483EEB9-CO0."

4. Copy this ID for later use when provisioning Windows instances.

Installing the Falcon Host Sensor

You can install the Falcon Host Sensor on Linux or Windows instances.

Linux Instances

Falcon Host Sensor is installed on Linux instances as part of a provisioning process. The agent is copied
from the customer's S3 bucket to the local file system and installed. No additional parameters are
required.

Windows Instances

Falcon Host Sensor is installed on Windows instances as part of the provisioning process. The Windows
executable is already present in the customer's S3 bucket. The executable is copied from the customer's
S3 bucket and installed during instance provisioning. The Windows installation requires the customer's
CrowdStrike ID as a parameter during installation.
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Verifying Sensor Visibility in the Cloud
Verify the newly installed sensor in the Falcon Host UL.

1. Toview a list of newly installed sensors in the past 24 hours, go to https://falcon.crowdstrike.com.

2. Navigate to Hosts.

3. Filter by Operating System.

The hostname of your newly installed sensor appears on this list within 5 minutes of installation. If you do
not see your host listed, read through the Sensor Deployment Guide for your platform to troubleshoot
connectivity issues.

At this point, you should have activated your Falcon Host account, deployed a sensor in your
organization, and verified that the system can be seen in your Falcon Host Ul.
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Managing Remote Instances
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This solution allows for the deployment of a Bastion host on a public subnet that can be used to access a
managed (target) instance on a public or private subnet for a limited period of time. This solution should

only be used if EC2 Run Command is failing to complete the desired task by the System Admin. The
solution requires peering and routes between the public subnet and the private subnet of the managed

instance. The solution creates the same temporary account on the Bastion host and the managed host.

Finally, it creates security groups to allow for client traffic to the Bastion host and Bastion traffic to the

managed instance.

Prerequisites

The Bastion solution depends on the existence of roles and Lambda functions in the region where the

Lambda host and the managed instance will reside. To test that these roles and Lambda functions are in
place, do the following:

1.

CloudFormation

Console Home

EC2
S3
IAM

VPC

In the AWS console, click Lambda.

@ Compute

EC2

EC2 Container Service
2

Lightsail
Elastic Beanstalk

Batch

E Storage

S3

EFS

Glacier

Storage Gateway

ﬁ] Database
RDS
DynamoDB
ElastiCache
Redshift

=

Migration

Application Discovery Service
DMS

Server Migration

Snowball

= Developer Tools

CodeCommit
CodeBuild
CodeDeploy
CodePipeline

Management Tools
CloudWatch
CloudFormation
CloudTrail

Config

OpsWorks

Service Catalog
Trusted Advisor

Mananad Serviras

2. List the existing Lambda functions in the region.

v
A
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Analytics

Athena

EMR

CloudSearch
Elasticsearch Service
Kinesis

Data Pipeline
QuickSight &

Artificial Intelligence
Lex

Polly

Rekognition

Machine Learning

Internet Of Things
AWS loT

= Game Development

Amazon Gamelift
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E Application Services

Step Functions
SWF

APl Gateway
Elastic Transcoder

Messaging
SQs
SNS
SES

Business Productivity
WorkDocs
WorkMail

Amazon Chime &

Desktop & App Streaming
WorkSpaces
AppStream 2.0
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Dashboard —
= == T
| Functions
Function name - Description - Runtime - Code size ~ Last Modified -
BastionTermExpired Node.js 4.3 33kB 2 hours ago
lockupExport Node.js 4.3 18 kB 5 hours ago
BastionRandomUserAndPwd Node.js 4.3 1.7 kB 19 hours ago
BastionCreatelngressRuleOnTargetin Nodejs 4.3 1.0kB 20 hours ago
stance
BastionCreateLocalAcct Node.js 4.3 18kB 20 hours ago
SecurityGroup Node.js 4.3 14kB 2 days ago
y ith Thul
MyLambdaMicroservice A simple b.ackerfd (read/write to DynamoDB) with a RESTHul Nodejs 4.3 778 bytes ast month
API endpoint using Amazon APl Gateway.
asyncgateway Node.js 4.3 4.0MB 2 months ago
postprocessor Node.js 4.3 53 MB 2 months ago
syncgateway Node.js 4.3 536 bytes 2 months ago

The following functions should be present:

¢ BastionCreatelngressRuleOnTargetinstance
e BastionRandomUserAndPwd

e BastionCreateLocalAcct

e BastionTermExpired

3. If you do not see these functions, you must create them by running a CloudFormation template. The
template assumes that the Lambda functions are in the referenced S3 bucket. This example assumes
that the bucket is dxc.burt.bastion.code (which is referenced in the yaml below used to create the
Lambda functions).

4. Navigate to the S3 bucket.

5. Under Actions, click Upload.

m Create Folder ~ Actions ¥ Q None Properties Transfers -

All Buckets / csc.burt.bastig

Name [ ad Storage Class Size Last Modified

m BastionCreateingressRuleCii o Ny Standard 2KB Sun Mar 12 20:19:46 GMT-400 2017
Ilj BastionCreatel ocalAcct.z| Uk Standard 1.8KB Sun Mar 12 20:19:46 GMT-400 2017
m BastionRandomUserAndP Standard 1.7KB Sun Mar 12 20:19:46 GMT-400 2017
qj Bastion TermExpired zip Standard 2BKB Sun Mar 12 20:19:47 GMT-400 2017
6. Inthe Upload dialog, select your functions.
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| Upload - Select Files and Folders Cancel X
Creats Folder | Ac briios | Transfers c
All Buckets / csc.burt.bastion.g UPIoad to: All Buckets / csc.burt.bastion.code
Name j Last Modified
m BastionCreateingressRuleOnTan  To upload files ( 0 5 TB each) to Amazon S3, click Add Files. You can also drag and drop files and folders to the area below. To remove Sun Mar 12 20:19:46 GMT-400 2017
files already selected, click the X to the far right of the file name.

m BastionCreateLocalAcct.zip Sun Mar 12 20:19:46 GMT-400 2017

m BasticnRandomUserAndPwd.zif Sun Mar 12 20:19:46 GMT-400 2017

|p BastionTermExpired.zip Drag and drop files and folders to upload here. Sun Mar 12 20:19:47 GMT-400 2017

[ BastionCrestelngressRuleOnTargetinstance.zip (2 KB) X
0 BastionCreateLocalAcct.zip (1.8 KB) X
) BasticnRandsmuUserAndPwd.zip (1.7 KB) x
00 BastionTermExpired.zip (2.8 KB) X

) Add Files ) Remove Selected Files

Number of files: 4 Total upload size: 8.4 KB

Sel Details > | Start Upload | Cancel

Note: These zip files are created from the solution source by running the ant deploy command in
the dxcms-cli/bastion-service directory.

7. After the functions are loaded into S3, run the CloudFormation
template https://github.com/dxchcs/dxcms-cli/blob/master/bastion-
service/cloudformation/cft bastion ondemand core.yaml to create the following:
e Lambda functions
¢ CloudWatch event for Bastion termination
¢ Roles
Note: For information about creating the template under CloudFormation, review the Running the
CloudFormation Template section.

Assumptions

The solution has basic assumptions:

e The managed (target) instance has the ssm agent installed and active, which is required to run
commands on the machine.

o If the managed (target) instance is a Linux instance, the sshd config allows for password logon.

e The bastion host, which is chosen by region on the yaml template used to create the bastion host
and associated assets, has the SSM and EC2 tools on it and they are active.

Getting Managed Host Data

The first step is to find the Instance ID of the managed host where you want to connect via the Bastion
host. Use the AWS console under EC2 to find the Instance ID as follows:

1. From your AWS console, launch EC2 and then click Running Instances.
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EC2 Dashboard
Events

Tags

Reports

Limits

INSTANGES
Instances

Spot Requests

Reserved Instances
Scheduled Instances

Dedicated Hosts
MAGES

AMIs

Bundle Tasks

ELA
Volumes
Snapshots
NETWORK & SECURI
Security Groups
Elastic IPs
Placement Groups

Key Pairs

BLOCK STORE

™

Network Interfaces

Resources

8 Running Instances
0 Dedicated Hosts
15 Volumes

13 Key Pairs

0 Placement Groups

You are using the following Amazon EC2 resources in the US West (Oregon) region:

5 Elastic IPs
26 Snapshots

0 Load Balancers
61 Security Groups

Just need a simple virtual private server? Get everything you need to jumpstart your project - compute, storage, and
networking ~ for a low, predictable price. Try Amazon Lightsail for free.

x

Create Instance

Service Health

Service Status:
o US West (Oregon):

To start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance.

Launch Instance

Note: Your instances will launch in the US West (Oregon) region

¢ Scheduled Events

US West (Oregon):

No events

This service is operating normally

Availability Zone Status:

2. Select your instance and write down the Instance ID.
In the example, the Instance Name is MaintenanceTest and the Instance ID is i-0f2c232a6d4c552fa.

EC2 Dashboard

Events

Tags

Reports

Limits
NSTANCES

Instances

Spot Requests

Reserved Instances
Scheduled Instances

Dedicated Hosts

AMis
Bundle Tasks

Volumes
Snapshots

NETWORK & SECURITY

Security Groups
Elastic IPs

sam
Oliver-test-2

Oliver-test-1

@ MaintenanceTest

LinuxPatchingTest
Customer WL Public 1
cscms1 - cscmslayert
cscmsaws - cscmslayer2

CSC-Bastion-myteststack5

~ PatchPolicy -

pol001

1
Description Status Checks

Instance ID
Instance state

Instance type

Private IP: 10.1.2.48

Test)

Monitoring Tags
i-0f2c232a6d4c552fa
running
t2.micro

Instance ID ~ Instance Type -~
i-0da91ec7b786a8707  12.micro
-0a5c0560882d7ca20  12.micro
i-0e59321bee7470d9%¢  t2.micro
-0f2c232a6d4c552fa 12.micro
-05e0db09fd5739393  12.micro
1-0f31d9¢d075f3017b 2.small
i-021deaa1698c30d47  12.micro
-91a31189 12.micro
i-038efbfb0e52c533a t2.micro
Public DNS (IPvd) -
IPv4 Public IP
IPv6 IPs

Account Attributes
Supported Platforms
VPC
Default VPC
vpc-e40dbb81

Resource ID length management

Additional Information

Getting Started Guide
Documentation

All EC2 Resources
Forums

Pricing

Contact Us

AWS Marketplace

Find free software trial products in the AWS
Marketplace from the EC2 Launch Wizard

Or try these popular AMIs:

Cisco Cloud Services Router (CSR) 1000V -

Direct Connect Multi-Gig
Provided by Cisco Systems, Inc.

Qotinn & oo

< (2]
(2] 1to150f 15
Availability Zone - Instance State 1Py
us-west-2a & running 35.
us-west-2b @ running 52,
us-west-2a @ running 35.
us-west-2a & running
us-west-2a & running 35,
us-west-2a & terminated
us-west-2b @ running 35.
us-west-2a & stopped
us-west-2b & running 52.
N}

Scroll down to view the VPC, Subnet ID, and IP address for this instance.
In the example, the VPC ID is vpc-3da73d5a, the IP address is 10.1.2.48, and the Subnet ID
is subnet-c69925al.

v
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EC2 Dashboard
Events
Tags
Reports
Limits

=] INSTANCES
Instances
Spot Requests
Reserved Instances
Scheduled Instances
Dedicated Hosts
AMIs
Bundle Tasks

=) ELASTIC BLOCK STOR
Volumes
Snapshots

= N
Security Groups
Elastic IPs

Launch Instance LU

Q
Name

Windows Testing 02

Windows Test 01

Actions ¥

soe-linux-west - soe-cloudwatch1

sam
Oliver-test-2
Oliver-test-1
B MaintenanceTest
LinuxPatchingTest
Customer WL Public 1
Instance type
Elastic IPs
Availability zone
Security groups
Scheduled events
AMIID
Platform

2.micro

us-west-2a

launch-wizard-24. view inbound rules
No scheduled events

12107AMI (ami-bee264de)

pol001

Private IPs
Secondary private IPs
VPC ID

Subnet ID

Network interfaces

10.1.2.48

vpc-3da73d5a
subnet-c69925a1
eth0

L
2] 1to 150f 15
PatchPolicy - Instance ID Instance Type - Availability Zone -~ Instance State ~
i-cdb06509 m3.medium us-west-2a & stopped
4459180 m3.medium us-west-2a & stopped
i-0e3a52d59acfOc1bb c3.large us-west-2a & running
i-0da91ec7b786a8707  {2.micro us-west-2a & running
-0a5c0560882d7ca20  t2.micro us-west-2b & running
i-0e59321bee7470d9¢c 12 micro us-west-2a & running
i-0f2c232a6d4c552fa 12.micro us-west-2a & running
-05e0db09fd5739393  t2.micro us-west-2a & running
i-0f31d8cd075f3017b t2.small us-west-2a & terminated
1Ev6 IHs
Private DNS  ip-10-1-2-48.us-west-2.compute.internal

1Py

35.
35.
52,
35,

35.

Determining the Subnet ID and VPC for the Bastion Host

The VPC associated with the Bastion host has to be peered with the VPC where the managed instance

resides.

1. Inthe AWS console, launch the VPC dashboard and click Peering Connections on the left.

| VPC Dashboard
Filter by VPC:

None :
Virtual Private Cloud
Your VPCs
Subnets
Route Tables
Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints

NAT Gateways

Security
Network ACLs

Security Groups

VPN Connections

, Resources ©

Start VPC Wizard Launch EC2 Instances

Note: Your Instances will launch in the US West (Oregon) region.

You are using the following Amazon VPC resources in the US West

Internet Gateways

Network ACLs

VPC Peering Connection
Nat Gateways

Running Instances

(Oregon) region:

4 VPCs a

0 Egress-only Internet Gateways 13 Subnets
11 Route Tables A

5 Elastic IPs 1

0 Endpoints 4

62 Security Groups 9

1 VPN Connection 1

1 Customer Gateway

VPN Connections

Virtual Private Gateway

Amazon VPC enables you to use your own isolated resources within the
AWS cloud, and then connect those resources directly to your own
datacenter using industry-standard encrypted IPsec VPN connections.

Create VPN Connection

Service Health

Current Status

© Amazon VPC - US West (Oregon)
© Amazon EC2 - US West (Oregon)

View complete service health details

Additional Information

VPC Documentation
All VPC Resources
Forums

Report an Issue

Details

Service is operating normally

Service is operating normally

2. From the list of peering connections, locate the one with the subnet for your managed instance.

In the example, there is only one peering connection and this peers the VPC using the subnet to find
the managed instance is on vpc-3da73d5a with the VPC vpc-a9b72dce.

v
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VPC Dashboard
Filter by VPC:
None

tual Private C
Your VPCs
Subnets
Route Tables
Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints

NAT Gateways

Peering Connections

Network ACLs

Security Groups

Create VPC Peering Connection Actions v

@ Name ~ VPC Peering Cont «+ Status

] pex-434dce2a & Active

VPC Peering Connection: pcx-434dce2a

Description ClassicLink DNS
VPC Peering Connection  pcx-434dce2a
Local VPC  vpc-3da73dSa

Peered VPC  vpc-aSb72dce

Local VPC Local VPC CIDRs
vpc-3da73dSa 1CIDR
Route Tables Tags
Peered Owner
Local VPC CIDRs

Status

3. Search for subnets associated with the management (peered) VPC vpc-a9b72dce.

VPC Dashboard

Filter by VPC:
None

Your VPCs
Subnets

Route Tables
Internet Gateways

Egress Only Internet
Gateways

DHCP Options Sets
Elastic IPs
Endpoints

NAT Gateways

Peering Connections
Surity
Network ACLs

Security Groups

PN Connections

Q vpc-agb72dce X
Name ~ SubnetiD - State
Public Mgmt B subnet-21b96f68 available
Public Mgmt A subnet-c1ab17aé available
Private Mgmt A subnet-ceab17a9 available
Private Mgmt A subnet-22b96f6b available

Select a subnet above

~ VPC

vpc-a9b72dce | CSC Managemen.

vpc-adb72dce | CSC Managemen..

vpc-a9b72dce | CSC Managemen.
vpc-adb72dce | CSC Managemen.

IPv4 CIDR

173.30.1.0/24
173.30.0.0/24
173.30.2.0/24
173.30.3.0/24

S & 0
1to1of1
Peered Owner Peered VPC Expir
284265742084 vpc-adb72dce
_N_ Q=]

284265742084

1 CIDR

Active

c & @

1to 4 of 4 Subnets

Available IPv4 - IPv6 CIDR Availab
248 us-west
249 us-west
251 us-west
251 us-west
_N_}=]

4. Find a subnet that has a route to the managed instance subnet and an available IP address.
The example shows selecting Subnet subnet-21b96f68 that has 248 available IP addresses.

Running the CloudFormation Template

If you are accessing a Windows host, select the CloudFormation
template https://qgithub.com/dxchcs/dxcms-cli/blob/master/bastion-
service/cloudformation/cft_create win bastion.yaml.

v
D, ¢
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If you are accessing a Linux host, select the CloudFormation
template https://github.com/dxchcs/dxcms-cli/blob/master/bastion-
service/cloudformation/cft_create linux_bastion.yaml.

1. Run this template using the CloudFormation tool.
The example uses the Linux CloudFormation template.

History el Az
VPC
EG2 @ Compute &) Migration 60 Analytics E Application Services
Lambda EC2 Application Discovery Service Athena Step Functions
Console Home EC2 Container Service DMS EMR SWF
s Lightsail & Server Migration CloudSearch AP| Gateway
{
oudrormation Elastic Beanstalk Snowball Elasticsearch Service Elastic Transcoder
1AM Lambda Kinesis
Batch o Data Pipeline
o
@5 Developer Tools Quicksight & @ Messaging
CodeCommit sQs
Q Storage CodeBuild SNS
s3 CodeDeploy @ Artificial Intelligence SES
EFS CodePipeline Lex
Glacier Polly
Storage Gateway T Rekognition @ Business Productivity
m Management Tools Machine Learning WorkDocs
CloudWatch WorkMail
B Database Amazon Chime &
RDS CloudTrail &y Internet Of Things
DynamoDB Config AWS loT S
L)
ElastiCache OpsWorks [. = Desktop & App Streaming
Redshift Service Catalog ° WorkSpaces
Trusted Advisor £ Game Development AppStream 2.0
Gamelift

> Managed Services
%3 Networking & Content Delivery

2. Click Design Template.

Create Stack =~ JE-YSIER Design template ‘ c } &

Filter: Active v Showing 11 stacks
Stack Name Created Time Status Description
ray-lin-bastion-host 2017-03-13 17:31:34 UTC-0400 ROLLBACK_COMPLETE provisions on-demand amazon linux bastion host valid for 60 r
myteststack5 2017-03-13 13:55:45 UTC-0400 CREATE_COMPLETE provisions on-demand amazon linux bastion host valid for 60 r
LinuxCWStack 2017-03-13 11:45:17 UTC-0400 ROLLBACK_COMPLETE
BastionCore 2017-03-12 20:20:20 UTC-0400 CREATE_COMPLETE creates required resources for bastion on-demand prototype
WorkloadVPC-2 2017-03-09 14:24:35 UTC-0500 CREATE_COMPLETE Create Workload VPC

Overview Outputs Resources Events Template Parameters Tags Stack Policy Change Sets _ =]

Select a stack

3. Inthe designer, paste the yaml for Bastion creation (Linux or Windows) into the Template tab.
4. Click the cloud with the up (Create stack) arrow to deploy the template.
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" & & Close <% e
Resource t,C'rsil’ejtack < File: ‘'new.template L1
» ApplicationAutoScaling &
A [ &l
’ | I’ ______________________ 1 ‘ |
1
’ I |
1 |
' |
)
Errors _ Nl

new.template ¢

136 Description: "Indicates windows or linux bastion for clean-up monitoring"

137 Value: "linux"

138 TargetInstanceld:

139 Description: "Instanceld for target managed instance where local acct created"
140 Value: !Ref pTargetInstanceld

Components Template

5. Click Next on the Stack page.

Create stack

Select Template Select Template
Specify Details
Options Select the template that describes the stack that you want to create. A stack is a group of related resources that you manage as a single unit

Review

Design a template Use AWS CloudFormation Designer to create or modify an existing template. Learn more.

Design template

Choose a template A template is a JSON/YAML-formatted text file that describes your stack's resources and their properties. Learn more.

Select a sample template

Upload a template to Amazon S3

Choose File No file chosen
© Specify an Amazon S3 template URL

https://s3-us-west-2.amazonaws.com/cf-templates-rmityv7udhw View/Edit template in Designer

et (D

Specifying the Stack Details
To specify the stack details:

1. Specify the parameters for the stack as follows:
Stack name is the name you want to give to the stack. The Bastion instance name is DXC-Bastion-
<StackName>,

pClientlp is the IP address of your local machine from which you access the Bastion host,

pKeyName is the ssh key used to access the Bastion host. You can use the default. In the example,
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the key name is burt-walsh-key,

pRequestorShortName is your email short name,

pSubnetld is the subnet for your Bastion host. This ID was determined above and is in a VPC that is

paired with the VPC of the managed host you are trying to access.

pTargetinstanceld is the managed instance ID that was determined above.

pVpcld is the VPC in which the Bastion instance will be deployed. The pSubnetid (subnet) belongs to

this VPC.
Stack name mybastionstack1
Parameters
pClientlp 71.229.22.234 Indicate the Ip from which you will be connecting to the Bastion host
pKeyName burt-walsh-key key that the instance will be associated with
pRequestorShortName bwalsh21 Please supply your shortname
pSubnetid subnet-21b96f68 (173.30.1.0/24) (Public Mgmt B) x

Choose one public Subnetid to deploy bastion instance

pTargetinstanceld i-0f2c232a6d4c552fa EC2 Instanceld of customer workload to create local account

pVpcid vpc-a9b72dce (173.30.0.0/16) (CSC Ma... ~

VPC in which a bastion is needed

2. After you specify the parameters, click Next.

3. Continue from screen to screen and take the defaults until you get to the Create screen.

4. Onthe Create screen, click Create.
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velans
Stack name mybastionstack1
pClientlp 71.229.22.234
pKeyName burt-walsh-key
pRequestorShortName  burt-walsh-key
pSubnetid subnet-21b96f68
pTargetinstanceld i-0f2c232a6d4c552fa
pVpcld vpc-a9b72dce
Options
Tags

No tags provided
Advanced
Notification

Timeout
Rollback on failure

none
Yes

5. Make sure that the creation is in progress.

Create Stack | ~ Actions v Design template
Filter: Active v
Stack Name Created Time Status

mybastionstack1
maj-test-instance

ray-lin-bastion-host

2017-03-13 19:14:25 UTC-0400
2017-03-13 18:11:35 UTC-0400

2017-03-13 17:31:34 UTC-0400

CREATE_COMPLETE

ROLLBACK_COMPLETE

Cancel Previous Create

(o4 &
Showing 12 stacks

Description

provisions on-demand amazon linux bastion host valid for 60 r

provisions on-demand amazon linux bastion host valid for 60 r

LinuxCWStack 2017-03-13 11:45:17 UTC-0400 ROLLBACK_COMPLETE
BastionCore 2017-03-12 20:20:20 UTC-0400 CREATE_COMPLETE creates required resources for bastion on-demand prototype
Overview Outputs Resources E Te I Par s Tags Stack Policy Change Sets _ N f]
2017-03-13 Status Type Logical ID Status reason
»  19:14:25 UTC-040 AWS::CloudFormation::Stack mybastionstack1 User Initiated

0

6. After successful creation, select the stack and click the Outputs tab.

© 2018 DXC Technology Company. All rights reserved.
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Create Stack | ~ JELIelUERg Design template c &
Filter: Active > Showing 12 stacks
Stack Name Created Time Status Description
mybastionstack1 2017-03-13 19:23:30 UTC-0400 CREATE_COMPLETE provisions on-demand amazon linux bastion host valid for 60 r
Overview  OQutputs Resources Events Template Parameters Tags  Stack Policy  Change Sets _J Q=
Key Value Description Export Name
BastionPlatform linux Indicates windows or linux bastion for...
TargetinstanceSecurityGroupld sg-118fbf69 The security group the ingress rule for...
RandomUsername fEsV4407 random generated UserlD for bastion ...
BastionFlag true flag to indicate stack is a bastion stac...
RandomPwd ufzN_262HH random generated pwd from lambda
Targetinstanceld i-0f2c232a6d4c552fa Instanceld for target managed instanc...
Requestor bwalsh21 support engineer requesting bastion a...
ExpireTime 2017-03-14T00:23:54.287Z date and time the bastion stack will ex.
Key burt-walsh-key Key used to access the Bastion host
BastionPrivateCidrip 173.30.1.29/32 Bastion private ip as a Cidrip
BastionPubliclP 52.42.145.74 public IP of bastion

Logging into a Linux-Managed Host Through the Bastion
Host

This example uses a Linux Bastion host that is paired with a Linux-managed (target) instance.

1. Use PuTTY or a Linux shell to ssh to the Bastion host. This example uses the following output values:
o RandomUsername fEsV4407
¢ RandomPwd ufzN_262HH
e BastionPubliclp 52.42.145.74
2. If you use ssh, enter the following command:
ssh fEsV4407@52.42.145.74
3. Enter the password (ufzN_262HH) at the prompt.
4. After you have connected to the Bastion host, ssh to the managed host with the following command:
ssh fEsV4407@10.1.2.48

5. Enter the password (ufzN_262HH) at the prompt.
Note: You determined the IP address of the managed instance when you looked at the running instance
above.

The following image shows the steps on the Linux shell:
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Last login: Mon Mar 13 18:19:04 on ttyse@ee
asalazar:~ bwalsh$ ssh fEsV4407@52.42.145.74
The authenticity of host '52.42.,145.74 (52.42.145.74)'

can't be established.

RSA key fingerprint is 57:66:78:47:70:94:f6:93:37:18:dd:24:84:73:14:d3.
Are you sure you want to continue connecting (yes/no)? yes
Warning: Permanently added '52.42.145.74' (RSA) to the list of known hosts.

fEsV44@07@52.42.145.74"'s password:

)

_I /  Amazon Linux AMI

NN | VAN

https://aws.amazon.com/amazon-linux-ami/2816.09-release-notes/

[fEsV4407@ip-173-30-1-29 ~]$ ssh fEsV4407@10.1.2.48

The authenticity of host '10.1.2.48 (10.1.2.48)' can't be established.
ECDSA key fingerprint is b3:23:ad:7e:@a:3f:8f:d@:79:e5:8e:6f:47:56:2a:98.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '10.1.2.48' (ECDSA) to the list of known hosts.

fEsV4407@10.1.2.48"'s password:

)

R i
-t /

SN | N

Amazon Linux AMI

https://aws.amazon.com/amazon-linux-ami/2@16.89-release-notes/

6 package(s) needed for security, out of 8 available
Run "sudo yum update" to apply all updates.
[fEsV4407@ip-18-1-2-48 ~1§ [I

Logging into a Windows-Managed Host Through the Bastion

Host

This example uses a Windows Bastion host that is paired with a Windows-managed (target) Instance.
Use a Remote Desktop Client (RDP). For Windows, RDP to the Bastion host and then to the managed

host.

This example uses the following output values:

¢ RandomUsername Igld7770
¢ RandomPwd KkWu_328Ji
e BastionPubliclp 35.165.69.102

The following stack description shows these values:

Create Stack - Actions *

Filter: Active ~

Design template

Stack Name Created Time Status

ray-win-bastion 2017-03-14 21:30:14 UTC-0400

c @
Showing 11 stacks
Description

provisions on-demand windows 2012r2 bastion host valid for 60 minutes

bastion1 2017-03-14 20:20:31 UTC-0400 CREATE_COMPLETE provisions on-demand windows 2012r2 bastion host valid for 60 minutes
Overview  Outputs Resources Events Template Parameters Tags StackPolicy Change Sets B =R =]
ney value uwescrnpuon EXport Name
BastionPlatform windows Indicates windows or linux bastion for clea...
TargetinstanceSecurityGroupld sg-9celebed The security group the ingress rule for Bas...
RandomUsername Igld7770 random generated UserlD for bastion insta...
BastionFlag true flag to indicate stack is a bastion stack mo...
RandomPwd KkWu_328Ji random generated pwd from lambda

Targetinstanceld i-0e5352cc0118a95b9

Requestor rcereceres
ExpireTime 2017-03-15T01:20:51.929Z
Key burt-walsh-key

BastionPubliclP 35.165.69.102

BastionPrivateCidrlp 173.30.1.43/32

Instanceld for target managed instance wh...
support engineer requesting bastion access
date and time the bastion stack will expire
Key used to access the Bastion host

public IP of bastion

Bastion private ip as a Cidrlp

1. From your machine, enter the username and password into the RDP client.
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Options | Contact Us

Chrome RDP Store
Chrome RDP Enter your credentials e
These credentials will be used to connect to 35.165.69.102

Domain =:Bookmarks::
Username: lqid7770

Password -|

oK Cancel

2. Onthe Bastion host, use the RDP client on the host to access the managed (target) host with the
same username and password.

‘: >
L
Recycle Bin Hos tname :  WIN-JSAPTIV1QG3
Instanc 1D : i-0e5352cc0118a95b9
Private IP Address : 10.1 74

Availability ne : us-west-2a
Q Instance Size : t2.micro
[d Architecture : AMD64

EC2
Feedback

EC2
Micros.

88 Windows Server 2012R2
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Provisioning Workloads
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This section describes how instances are provisioned using the provided CloudFormation templates.

Prerequisites

AMIs need to exist in the customer account for each region the customer plans to use. The following
AMIs are currently supported by the Offering Build Team: RHEL 6.7, RHEL 7.2, Windows 2012 R2 and
Windows 2016. See the AMI chapter for instructions on how to obtain the images.

If you have not run the Master template or successfully configured Gold Managed Services, you (the
Delivery Engineer) must go back and complete those tasks or the instances will not be properly managed.

Provisioning Linux Instances
Permissions

This process is performed by a Delivery Engineer from the AWS Console. The Delivery Power User
role created automatically by the Master template should be used to execute the templates.

Overview

Creating a new Linux instance includes the following steps:

Selecting a location for the instance: VPC, Subnet, and a Public IP option.
Selecting an OS Type or a Custom AMI along with Security Groups and a key pair.
Specifying administrative tag information.

Specifying services overrides information.

Specifying root volume parameters.

. Specifying optional volume parameters.

Creating the Stack

To create the stack:

ok wnE

Log into the customer's AWS account in the AWS console.

Under Services, select CloudFormation.

Click Create Stack.

Select Specify an Amazon S3 template URL.

Enter the path in S3 to the CloudFormation template named simple-workload-amazon-linux.json or
simple-workload-rhel-linux.json.

For example: https://s3.amazonaws.com/dxc.customer.config-211682634048-us-west-
2/cloudformation/simple-workload-rhel-linux.json

6. Click Next

7. Follow the instructions outlined below.

The template contains several sections. Although they are continuous on the page, they are broken apart
here.

arwbnhpR

1. Enter a unique Stack name.
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Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template.
Learn more.

Stack name

2. Specifying the main instance parameters:

Parameters

Instance Parameters:

InstanceType t2.small j EC2 instance type
Operating System: RHEL7.2 j Operating System
Custom AMI ID: Optional AMI for instance
OS Service Level: SILVERPLUS j 0S5 Service Level Agreement
Key Name: | Search -

Mame of an existing EC2 key palir to enable SSH access to the instances

VPCID: | Search by ID, or Name tag value -

Subnet ID: | Search by ID, or Name tag value -

Subnet for instance deployment

Public IP Option: | Auto-Assign -

Security Groups:

Security Groups applied to Instance

Enable Termination | False j
Protection?

The following parameters control the main configuration of the instance:

Parameter Description

Instance Type Select one of the available Instance Types. This parameter controls the amount of memory
and number of CPUs allocated to the instance.
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Operating Select one of the designated operating systems (currently RHEL6.7 or RHEL7.2) or select
System the Custom.AMI option to specify an AMI of your choice. If you select one of the designated
operating systems, the AMI latest SOE for that OS will be used.

Custom AMI ID  If the Custom.AMI option was selected for the Operating System, then specify the desired

AMI here.
OS Service Select either SILVERPLUS or GOLD based upon your service subscription. (Note: If the OS
Level Service Level selected is different than what is associated to the account, issues will result

with the stack deployment)
Key Name Enter the name of the SSH key to install on the new instance.

VPC ID Specify the ID of the VPC where the Instance will be launched, which is typically one of the
Customer Workload VPCs created under the customer's account.

Subnet ID Specify the Subnet ID of the subnet where the Instance will be launched.
Public IP Select one of these options:
Option Auto-Assign - A public IP will be assigned automatically by AWS.

Elastic-1P - An Elastic IP will be allocated and assigned to the Instance.

None - No public IP will be assigned. If you select None and the Instance resides in

a public subnet (one that has an Internet Gateway connected), then CloudWatch metrics and
logs will not be available because there is no connection to the public Internet. Instances in
a private subnet (no Internet gateway) are able to connect to CloudWatch through the NAT
gateway and thus do not necessarily need a public IP.

Security Specify the names of the Security Groups that will be assigned to the Instance. Select the

Groups Security Group carefully. A wide-open range of 0.0.0.0/0 allows anyone with access to an
Instance that has a Public IP. Allowable address ranges should be limited to Corporate
networks or allow access only from designated networks. Ingress port 443 (HTTPS) must be
opened on the Instance for the Crowdstrike Falconhost agent to communicate back to the
Crowdstrike portal.

Enable Select True if you want to prevent accidental termination of the Instance from the AWS
Termination Console.
Protection

3. Define the Administrative Tag Parameters

.v‘ © 2018 DXC Technology Company. All rights reserved.
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Administrative Information:

Owner:

Business Unit:

Project:

Application:

Environment:

Compliance:

Lease Expiration Date:

Instance Name:

Customer WL Public 1

None

The business tags used by CloudCheckr and ServiceNow are:

Parameter Description

Project Specify which project the instance supports.

Owner Type the name of the owner of the instance, this is typically the requestor.
Lease Expiration Specify the date when the VM should be stopped and released.

Date

Instance Name

Environment

Compliance

Application

A friendly name for the instance, which will be copied to the instance's volumes and
snapshots.

Select an environment the instance is bound to, for example: Dev, Prod, QA, or
Staging.

Select a compliance tag, for example: HIPPA or ITAR.

Specify which application the instance supports.

4. Define parameters for Service Overrides:

Services Overrides:

Patch Group:

Custom Backup Schedule:

Backup Retention Period:

30
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Provide the following Service Override Parameters only if you would like to modify the Patch Group,

Custom Backup Schedule and Backup Retention Period values that were defined in DXC Main

Template. This will override the values that were defined in the DXC Main template.

Parameter

Backup
Retention Period

Custom Backup
Schedule

Patch Group

Description

Specify the number of days that an individual backup is maintained. Possible values

are 30, 60, and 90 days.

Enter the name of a custom backup schedule if the volumes for the instance should be
backed up using a custom schedule. Leave this field blank if you want to use the default

backup schedule (once every 24 hours).

Specify a Patch Group for the instance.

5. Define the Root (boot) volume disk parameters:

Root Volume Parameters:

Volume Type: General.Purpose.SSD :J

Size in GB: 40

IOPS: 1000 IOPS for Provisioned.IOPS.SSD Volume Type

Delete on Termination? True j

The parameters for the root volume are:

Parameter

Root Volume
Type

Root Volume
Size in GB

Root Volume
IOPS

Root Volume
Delete on
Termination

Description

The options are:
e  Magnetic
e Provisioned.IOPS.SSD
e General.Purpose.SSD
e  Throughput.Optimized.HDD
e Cold.HDD

The root volume size, in gigabytes.

Used only for Provisioned.IOPS.SSD. This parameter represents the number of I/O
operations per second that the volume can support. The range is from 100 to 2000.

If set to True, the root volume is deleted when the instance terminates; otherwise, the

volume remains. There is no automatic cleanup of volume storage. If you select False, the

user is responsible for eventual deletion of the volume.
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Root Volume
Encryption

If set to True, an AMI with a tag "encrypted" with value "true" will be used, for AMIs of the
Operating System parameter selected. If False, an AMI with a tag "encrypted" with value
"true" will be used. If you are using a Custom AMI (Operating System = Custom.AMI, and the
Custom AMI ID parameter is not blank), then this parameter is ignored, and the root volume
will only be encrypted if the AMI you specify has an encrypted root volume.

6. Specify additional volumes:
The additional two volumes have identical parameters.

Optional Volume 1:

Volume Type: None j

Size in GB: 40

I0PS: 1000 I0PS for Provisioned.IOPS.SSD Volume Type

Encrypt Volume? False j

Device Name: /dev/xvdb

Action on Termination: Delete :J

File System Type: None -

Volume Mount Point: /mnt/vol1

The parameters for the two optional volumes are:

Parameter

Volume Type

Size in GB

IOPS
Encrypt

Volume

Device Name

v
D, ¢

Description

The options are:
e None - No additional volume is created
e Magnetic
e Provisioned.lOPS.SSD
e General.Purpose.SSD
e Throughput.Optimized.HDD
e Cold.HDD

Size in gigabytes of each volume.

Used only for Provisioned.IOPS.SSD. This parameter represents the number of I/O
operations per second that the volume can support. The range is from 100 to 2000.

If you select True, the "default" encryption key is used. There is currently no support for a
custom encryption key.

Enter the device name where the volume will be attached. The default "next available" device
names are shown as defaults.
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Action On
Termination

File System
Type

Volume Mount
Point

There is no automatic cleanup of volume storage. If you select Retain or Snapshot, the user
is responsible for eventual deletion of the volume or snapshots.

o Delete - Delete the volume when the instance is released.
e Retain - Retain the volume when the instance is released.
e Snapshot - Maintain a snapshot of the volume when the instance is released.

Set this to one of the possible EXT file system types or set to None and no file system will be
formatted. If you want a file system other than EXT2, EXT3, or EXT4, select None. You will
then be required to manually format and mount the volume.

Specify the mount point of the newly created file system if one of the EXT options is selected.

When the instance is created, the following tags are created:

Tag

Name
Owner
Department
Project
Application
Environment

Compliance

LeaseExpirationDate

PatchPolicy

PatchGroup

BackupSchedule

OSName

RetentionPeriod

InstanceName

v
D, ¢

Description
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input
Per user input (30/60/90)

Per user input (same as Name tag)

© 2018 DXC Technology Company. All rights reserved.
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Backup Per user input (True/False)

ApplyEndPointProtection ~ Per user input (True/False)

ApplyLogging Per user input (True/False)
ApplyPatching Per user input (True/False)
ApplyMonitoring Per user input (True/False)
DXCProduct QuickSilver

For volumes created as part of the instance, the following tags are created automatically:
Tag Description

Name Constructed from the InstanceName tag and the device attach point (for
example, Mylnstance-/dev/xbdb).

InstanceName  From instance tags

Owner From instance tags
Department From instance tags
Project From instance tags
Application From instance tags
Environment From instance tags
MountPoint Per user input (if a File System is specified)

For EBS Snapshots created as part of the instance, the following tags are created automatically:

Tag Description

Name From instance tags
Owner From instance tags
Department From instance tags
Project From instance tags

Environment  From instance tags

166
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DeleteOn From instance tags

Provisioning Windows Instances
Permissions

This process is performed by a Delivery Engineer from the AWS Console. The Delivery Power
User role created automatically by the Master template should be used to execute the templates.

Overview

Creating a new Windows instance includes the following:

Selecting a location for the instance: VPC, Subnet, and a Public IP option.
Selecting an OS Type or a Custom AMI along with Security Groups and a key pair.
Specifying administrative tag information.

Specifying root volume parameters.

Specifying optional volume parameters.

Creating the Stack

To create the stack:

Log into the customer's AWS account in the AWS console.

Under Services, select CloudFormation.

Click Create Stack.

Select Specify an Amazon S3 template URL.

Enter the path in S3 to the CloudFormation template named simple-workload-windows.json.
For example: https://s3.amazonaws.com/cschcs-ms-deployment/cloudformation/simple-workload-
windows.json

6. Click Next.

7. Follow the instructions outlined below.

aprwdhPE

The template contains several sections. Although they are continuous on the page, they are broken apart
here.

1. Enter a unique Stack name.

Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template.
Learn mare.

Stack name

2. Specify the main instance parameters.
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Parameters

Instance Parameters:

InstanceType

Operating System:

Custom AMI ID:

OS Service Level:

Key Name:

VPC ID:

Subnet ID:

Public IP Option:

Security Groups:

Enable Termination
Protection?

t2.small

WINDOWS-2K12-R2

SILVERPLUS

j EC2 Iinstance type
j Operating System
Optional AMI for instance

j OS Service Level Agreement

-

Name of an existing EC2 key pair to enable SSH access to the instances

Subnet for instance deployment

Auto-Assign

Security Groups applied to Instance

False

These parameters control the main configuration of the instance:

Parameter

Instance Type

Operating
System

Custom AMI ID

OS Service
Level

Key Name

VPC ID

v
D, ¢

Description

Select one of the available Instance Types. This parameter controls the amount of memory
and number of CPUs allocated to the instance.

Select one of the designated Windows operating systems or select the Custom.AMI option to
specify an AMI of your choice. If you select one of the designated operating systems, the AMI
latest SOE for that OS will be used.

If the Custom.AMI option was selected for the Operating System, then specify the desired
AMI here.

Select either SILVERPLUS or GOLD based upon your service subscription. (Note: If the OS
Service Level selected is different than what is associated to the account, issues will result
with the stack deployment)

Enter the name of the SSH key to install on the new instance.

Specify the ID of the VPC where the Instance will be launched, which is typically one of the
Customer Workload VPCs created under the customer's account.

© 2018 DXC Technology Company. All rights reserved.
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Subnet ID

Public IP
Option

Security
Groups

Enable
Termination
Protection

CrowdStrike
CID

Specify the Subnet ID of the subnet where the instance will be launched.

Select one of these options:
Auto-Assign - A public IP will be assigned automatically by AWS.
Elastic-1P - An Elastic IP will be allocated and assigned to the Instance.

None - No public IP will be assigned. If you select None and the Instance resides in

a public subnet (one that has an Internet Gateway connected), then CloudWatch metrics and
logs will not be available because there is no connection to the public Internet. Instances in
a private subnet (no Internet gateway) are able to connect to CloudWatch through the NAT
gateway and thus do not necessarily need a public IP.

Specify the names of the Security Groups that will be assigned to the instance. Select the
Security Group carefully. A wide-open range of 0.0.0.0/0 allows anyone with access to an
instance that has a Public IP. Allowable address ranges should be limited to corporate
networks or allow access only from designated networks.

Select True if you want to prevent accidental termination of the Instance from the AWS
Console.

The key for the CrowdStrike software that will run on the instance.

3. Define the Administrative Tag parameters.

Administrative Information:

Owner:

Business Unit:

Project:

Application:

Environment:

Compliance:

Lease Expiration Date:

Instance Name:

Patch Group:

Enable Backups?

Custom Backup Schedule:

Backup Retention Period:

None

Customer WL Public 1

True

Patch Group for Windows Patching under AWS

Enter the name of the custom backup schedule or leave blank to get the default 24-hour backup schedule. The Enable Backups setting above must

be set to True.

30
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For EBS Snapshots created as part of the instance, the following tags are created automatically:

Tag Description

Name From instance tags
Owner From instance tags
Department From instance tags
Project From instance tags

Environment From instance tags
DeleteOn From instance tags
4. Define the Services Overrides parameters.
Services Overrides:

Patch Group: atch Gr tance fol to apply ApplyPatching needs to be set to true

Custom Backup Schedule:

Backup Retention Period: 30

This will override the values that were defined in the DXC Main template.

Parameter Description

Patch Group Select a Patch Group for the instance.

Custom Backup Enter the name of a custom backup schedule if the volumes for the Instance should be
Schedule backed up using a custom schedule. Leave this blank to get the default backup schedule

(once every 24 hours).

Backup Number of days that an individual backup is maintained. Possible values are 30, 60,
Retention Period ~ and 90 days.

Note: It is mandatory to specify a Patch Group if Custom AMI (RHEL, AMAZON, Windows) is selected
under the operating system option.

5. Define the Root (boot) Volume Disk parameters.
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Root Volume Parameters:

Volume Type: General.Purpose.SSD j

Size in GB: 40

IOPS: 1000 IOPS for Provisioned.IOPS.SSD Volume Type

Delete on Termination? True :J

The parameters for the root volume are:

Parameter

Volume Type

Size in GB

IOPS

Delete On
Termination

Description

The options are:
e None - No additional volume is created
¢ Magnetic
e Provisioned.lIOPS.SSD
e General.Purpose.SSD
e Throughput.Optimized.HDD
e Cold.HDD

The root volume size, in gigabytes.

Used only for Provisioned.IOPS.SSD. This parameter represents the number of I/0
operations per second that the volume can support. The range is from 100 to 2000.

If set to True, the root volume is deleted when the instance terminate; otherwise, the volume
remains. There is no automatic cleanup of volume storage. If you select False, the user is
responsible for eventual deletion of the volume.

6. Specify additional volumes

Optional Volume 1:

Volume Type:

Size in GB:

|0PS:

Encrypt Volume?

Device Name:

Action on Termination:

None :

40

1000 IOPS for Provisioned.|OPS.SSD Volume Type

False v

/dev/xvdb

Delete

The additional two volumes have identical parameters.

The parameters for the two optional volumes are:

v
D, ¢
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Parameter Description

Volume Type The options are:
¢ None - No additional volume is created
¢ Magnetic
e Provisioned.lIOPS.SSD
e General.Purpose.SSD
e Throughput.Optimized.HDD

e Cold.HDD
Size in GB Size in gigabytes of each volume.
IOPS Used only for Provisioned.lIOPS.SSD. This parameter represents the number of /O

operations per second that the volume can support. The range is from 100 to 2000.

Encrypt Volume If you select True, the "default" encryption key is used. There is currently no support for a
custom encryption key.

Device Name Enter the device name where the volume will be attached. The default "next available"
device names are shown as defaults.

Action On There is no automatic cleanup of volume storage. If you select Retain or Snapshot, the user
Termination is responsible for eventual deletion of the volume or snapshots.

e Delete - Delete the volume when the instance is released.
e Retain - Retain the volume when the instance is released.
e Snapshot - Maintain a snapshot of the volume when the instance is released.

Note: The creation process updates the hostname of the Windows instance to the first 15 characters of
the Instance ID. Currently instances are not joined to a domain and the Restart-Computer does not
accommodate a domain.
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AWS Config Rules

AWS Config provides a detailed view of the configuration of AWS resources in your AWS account. This
includes how the resources are related to one another and how they were configured in the past so that
you can see how the configurations and relationships change over time.

An AWS resource is an entity you can work with in AWS, such as an Amazon Elastic Compute Cloud
(EC2) instance, an Amazon Elastic Block Store (EBS) volume, a security group, or an Amazon Virtual
Private Cloud (VPC), for example.

AWS Config Rule for Backup enabled instances

Complete the following steps to ensure all instances have backup enabled and either have a custom
backup schedule or the default backup schedule.

1. Goto AWS Services and click Config.

AWS services
[
v Recently visited services

ﬂ EC2 @ Lambda

CloudWatch ﬂ CloudFormation

2. Click Dashboard to view the Config Dashboard.
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AWS Config .
Config Dashboard
| Dashboard
Rules
Resources RESOUICes
Settings
Total resource count 361
What's new
Top 10 resource types Total
Learn More @ EC2 Volume 73
i 7
Documentation (2 CloudWatch Alarm 69
Partners (@
Pricing 7 &>» EC2 SecurityGroup 53
P
FAQs (2 CloudFormation Stack 43
] S3 Bucket 31
cs‘g;f EC2 Networkinterface 20
@ EC2 Instance 16
c%? EC2 Subnet 14
@ SSM Managedinstancelnventory 12
6%2? EC2 RouteTable 9

View all 361 resources

3. Click Rules to view a list of available rules.
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Rules represent your desired configuration settings. AWS Config evaluates whether your resource configurations comply with relevant rules and summarizes the results in the following table.

Compliance status

Rule name

Master-AWSConfigTemplate-1MZEJRIR1Y-rAWSConfigRule- 106 HOWKM400PA
Master-AWSConfigTemplate- IMZEJRIR1Y-rAWSConfigRule- INVIEVTLXUHGA
Master-AWSConfigTemplate-1MZEJRIR1YI-AWSConfigRule-161BURHQ3JB40
Master-AWSConfigTemplate-1MZEJRIR1YI-AWSConfigRule-9PWID3PVEVYS
Master-AWSConfigTemplate-1MZEJRIR1YI-AWSConfigRule-1VYSF4QIXDDHV

Master-AWSConfigTemplate-1MZEJRIR1YI-AWSConfigRule-4XZPYBHR 147N

- Compliance

Compliant

Compliant

Mo resources in scope

Edit rule

% % %W %N

The ec2-backup-enabled rule should show a list of compliant and non-compliant EC2 instances.

Hules > Huie aetails

ec2-backup-enabled

Description  null

Trigger type Configuration changes Periodic : 1 hour

Scope of changes  Resources

Resource types EC2 Instance

Config rule ARN  arn:aws:config:us-east-1:211682634048:config-rule/config-rule-kcbrhb

Parameters null

Overall rule status  Last successful invocation on November 3, 2017 at 9:37:48 AM &
Last successful evaluation on November 2, 2017 at 12:36:50 PM &

Resources evaluated

Click on the ¢® icon to view configuration details for the resource when it was last evaluated with this rule.

Resource type v Config timeline
«©

EC2 Instance i-
01cdObb2b198c6ea
6

EC2 Instance i-
042bad9eb3092ec3
5

EC2 Instance i-
05884f4c9ee8bab51f

EC2 Instance i-
06e0b37c2af01acf7

SSM Agents

-

Compliance

Noncompliant

Noncompliant

Noncompliant

Noncompliant

v

Last successful
invocation

October 30, 2017
6:42:16 PM

October 30, 2017
6:42:16 PM

October 30, 2017

6:42:16 PM

October 30, 2017
6:42:15 PM

Last successful
evaluation

October 30, 2017
6:42:21 PM

October 30, 2017
6:42:21 PM

October 30, 2017
6:42:21 PM

October 30, 2017
6:42:18 PM

Manage
resource

When Linux and Windows EC2 instances are created by launching simple workload stacks, AWS SSM
agent processes are installed and started on them, at the latest version of the agent available from AWS
at the time the workload was created.

AWS occasionally updates the SSM agents they provide. If you want to update the version of the SSM
agent on all running workload instances for a region, follow these steps:

DXC Confidential Information
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1. Download the following script from the S3 bucket containing the assets you used to launch the master
stack for your account, to a system where you have the AWS CLlI installed:

deploy/utilities/updateSSMAgent.sh

2. Edit the file. At the bottom of the file, set the REGION_ARRAY to the list of regions you wish to scan
for instances, such as:

REGION ARRAY=(us-east-1 ca-central-1 ap-south-1)

w

Run the script. It will scan all Linux and Windows instances in the defined region.

e For any Linux instance where the version of the SSM agent is earlier than the latest version available
from AWS, it will update the agent.

¢ For all Windows instances, it will update the SSM agent to the latest version regardless of the existing

version. The mechanism of updating the SSM agent on Windows does not provide the ability to

determine if the agent is at the latest version. If the agent is already at the latest version, no agent

changes will be made.

You should see an output like the following example.

In this case, only the i-00bbac29ec21f00dd instance was changed. If this was a Linux instance, the agent
version was updated. If this was a Windows instance, the agent was updated if it was not at the latest
version. If it was at the latest version, you will still see the same output. You will never see the output ...
is already at the latest SSM Agent level" for a Windows instance.

# ./updateSSMAgent.sh
Working on instances in REGION us-west-1

Instance 1-0f3440e48afd9859%9a is already at the latest SSM Agent
level

1i-00bbac29ec21f00dd SSM agent not the latest so updating the
agent with command

Instance 1-06cb705b25c5e2a39 is already at the latest SSM Agent
level

Instance i-0aefcOeaal7bb5a05 is already at the latest SSM Agent
level

Instance 1-07a484e7£d2177b39 is already at the latest SSM Agent
level

Waiting on commands to complete (wait up to 5 min)

command completed 287dd8e5-471f-4el1d-9b96-77fc30da72f2 with
status Success

final command statuses

Command id 287dd8e5-471f-4el1d-9b9%6-77£c30da72f2 completed for
instance 1-00bbac29ec21f00dd with status Success
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Accessing Logs
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Capturing Windows and Linux system logs is provided as a part of the base offering but is not considered
a Gold Managed Service. The following chapter details how to access the logs that are created when
instances are provisioned using the AMIs the Offering Build Team has provided. No manual configuration
is needed.

Viewing Windows Syslogs
Types of event logs in Windows:

e System logs
o Application logs
e Security logs

To view Windows syslogs:

1. From the AWS console, navigate to CloudWatch > Logs > Default-Log-Group.

Services ~ Resource Groups

CloudWatch Cloudwatch Log Groups

Dashboards

Alarms 4 Create Metric Filter Actions

Filter: Log Group Name Prefix x

15 ]
OK m Log Groups Expire Events After Metric Filters
Billing as Never Expire 0 fitters
Events Never Expire 0 filters
Rules Never Expire 0 fitters
Event Buses acler Never Expire 0 fiters
| Logs Never Expire 0 filters
Metrics Never Expire 0 fiters
MNever Expire 0 fiters
Never Expire 0 filters
©Add a dashboard B .
rameterFromParameterStore Never Expire 0 filters
MNever Expire 0 fitters
Never Expire 0 filters
Never Expire 0 fitters
LogsToS3Bucket Never Expire 0 fiters
Never Expire 0 fiters
nfigurationFromSubnetTags Never Expire 0 fiters
aws/lambda/storeParameterinParameterStore Never Expire 0 fitters
Never Expire 0 filters
Never Expire 0 fiters
Expire 0 filters
3 months (90 days) 0 fitters
Never Expire 0 fiters
3 months (90 days) 0 fiters
Never Expire 0 fiters
3 months 0 fitters
hs 0 filters
daster-Gold i-Logging Template-1M6ZS90W24SC7-rCloudTrailLogGroup-10VUEKSWLUUWS 3 months (% 7 filtters
2. Click on the Instance ID to view the logs for your instance.
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CloudWatch CloudWatch > Log Groups Streams for Windows-Log-Group
Dashboards
Alarms 4 Create Log Stream Delete Log Stream

INSUFFICIENT €2 Filter: _ | . x

Log Streams + | Last Event Time

Billing -01854c136380374ac 2017-09-28 10:18 UTC-5
Events

Rules

| Logs

Metrics Nev

3. Look for the prefix [System], [Application], or [Security] to view System logs, Application logs, or
Security logs in detail.

CloudWatch CloudWatch > Log Groups > Windows-Log-Group > i-01854c13638b374ac
Dashboards
Alarns « Expandall @ Row Tet & | & | ©
INSUFFICIENT [21) all  30s 5m 1h 6h 1d 1w custom -
Time (UTC +00:00) Message
Biling
Events 2017-03-28
No older events found at the moment, Retry.
Rules » 15:117:59 [Security] [4688] -Winde y-Auditing) [my3-windows] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
| Logs »  15:17:59 [Security] [4688) Windows-Security-Auditing] [my3-windows] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
Metrics New »  15:17:59 [Security] [4673] Wind ity-Auditing] [my3-windows] [A privileged service was called. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWS$ Acci
» 15:17:59 [Security] [4688] Windows-Security-Auditing] [my3-windows] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
»  15:17:59 [Security] (4688] Windows-Security-Auditing] [my dows] (A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
» 15:17:59 [Security] [4673] Windows-Security-Auditing] [my3-windows] (A service was called. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWS$ Acci
»  15:117:59 [Security] [4688] -Winde rity-Auditing) [my3-windows] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
»  15:17:59 [Security] (4688] Windows-S y-Auditing] [my3-windows) [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
»  15:17:59 [Security] [4673] Windows-Security-Auditing] [my3-windows] (A service was called. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWS$ Acci
» 1511759 [Security] [4688]) -Wind S y-Auditing] [my3 ] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
»  15:17:59 [Security] [4688] Windows-Security-Auditing] [my3-windows] (A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
» 15:17:59 [Security) [4673) Windows-Security-Auditing] [my3-windows] [A service was called. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWS$ Acci
» 151759 [Security] [4688] Windows-Security-Auditing] [my3-windows] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
»  15:17:59 [Security] [4688] Windows-Security-Auditing] [my3-windows] [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS$ Ac
» 15:18:00 [Security] [4673) Winde S y-Auditing) (my3- dows] (A service was called. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWS$ Acct
» 15:18:00 [Security] [4624] Wind irity-Auditing] [my3- dows] [An account was successfully logged on. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDO\
»  15:18:00 [Security] [4672] Windows-Security-Auditing] [my3-windows] (Special privileges assigned to new logon. Subject: Security ID: S-1-5-18 Account Name: SYSTEM Act
> 15:18:00 [Security] [4688] Windows-Security-Auditing] [my3-windows) [A new process has been created. Subject: Security ID: S-1-5-18 Account Name: MY3-WINDOWSS Ac
»  15:18:00 [System] [Information] [7036] [Service Control Manager] (my3-windows] [The WMI Performance Adapter service entered the running state.]
»  15:18:00 [System) [Information] [7036] [Service Control Manager] [my3-windows] [The WMI Performance Adapter service entered the stopped state.]
» 15:18:01 [System] [Information] [7036) [Service Control Manager] [my3-windows) [The WinHTTP Web Proxy Auto-Discovery Service service entered the running state.]

No newer events found at the moment. Retry.

Viewing Red Hat Linux Syslogs
The CloudWatch agent captures the log files in the /var/log/messages directory.
To view Red Hat syslogs:

1. Verify that the CloudWatch Log group is created successfully.
CloudWatch agent is installed and configured as the instance starts up and a log
group /var/log/messages are automatically created as part of a Python script in Chef recipe awslogs-

agent-setup.py.
2. Goto Services > CloudWatch > Logs > /var/log/messages.
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Resource Groups ~ %
CloudWatch CloudWatch Log Groups
Dashboards
Alarms 4 Actions ~
INSUFFICIENT D) Fitters | Avarfogl "
OK (4] Log Groups Expire Events Aftar Metric Filters Subscriptions
Billing fvarflog/messages Never Expire 0filters None
Events
Fules
[ Logs
Metrics MEW

3. Inthe Filter field, paste the EC2 Instance ID and press Enter.

CloudWatch > Log Groups > Streams for /var/log/messages.

Search Log Group Create Log Stream Delete Log Stream

Filter: i-000f8300cd2c30990 X
Log Streams Last Event Time
i-00018300cd2c3b990 2017-03-01 18:03 UTC-6

4. Click the Instance ID.
The log stream for the instances should be displayed

CloudWatch > Log Groups > /varfllog/messages > i-000f8300cd2c3b890

Expand all g
all
Time (UTC +00:00) Message
2017-03-01
» 23:55:02 Mar 1 18:55:02 ip-172-31-43-121 CROND[30344]: {root) CMD (PERL_LWP_SSL_VERIFY_HOSTNAME=0 /opt/aws/cloudwatch-metrics/aws
»  23:56:02 Mar 1 18:56:01 ip-172-31-43-121 CROND[30413]: (root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
»  23:56:02 Mar 1 18:56:01 ip-172-31-43-121 CROND[30415]: (root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
» 235702 Mar 1 18:57:01 ip-172-31-43-121 CROND[30482]: (root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
»  23:57:02 Mar 1 18:57:01 ip-172-31-43-121 CROND[30483]: (root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
»  23:58:02 Mar 1 18:58:01 ip-172-31-43-121 CROND[30551]: (root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
»  23:58:02 Mar 1 18:58:01 ip-172-31-43-121 CROND[30552]: (root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
» 23:59:02 Mar 1 18:59:01 ip-172-31-43-121 CROND[30621]: (root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
»  23:59:02 Mar 1 18:59:01 ip-172-31-43-121 CROND[30622]: (root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
2017-03-02
»  00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30702]: (root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
»  00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30703]: {root) CMD (fopt/soeflocal/bin/mpstat.pl 1200 3 >/var/log/sa/caper.log 2>&1)
»  00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30708]: (root) CMD (/opt/soeflocal/bin/ntpstat.pl >/var/log/sa/caperlog 2>&1)
»  00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30704]: {root) CMD (fopt/soeflocal/binfvmstat.pl 1200 3 >/var/log/sa/caper.log 2>&1)
»  00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30705]: (root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
3 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND([30707]: (root) CMD (/usr/lib64/sa/sal 1 1)
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30713]: (root) CMD (PERL_LWP_SSL_VERIFY_HOSTNAME=0 /opt/aws/cloudwatch-metrics/aws
» 00:01:02 Mar 1 19:01:01 ip-172-31-43-121 CROND[30822]: (root) CMD (fopt/soe/local/binffsmon.sh >/var/log/sa/caper.log 2>&1)
»  00:01:02 Mar 1 19:01:01 ip-172-31-43-121 CRONDI308231: (root! CMD (run-parts /etc/cron.hourlvi
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Use Amazon CloudWatch to monitor log files, set alarms, and react to changes.

Components

Audit log assurance is achieved using a Chef recipe that:

¢ Installs and configures a CloudWatch Agent
e Captures Custom Metrics

To enable Linux syslogs:

1. Create a new OpsWorks stack by navigating to AWS > OpsWorks > Add Stack.

¥ OpsWorks

B Stack

Layers

i# Instances
Time-based

Load-based
Apps

& Deployments
s Monitoring
% HResources

& Permissions

Stacks
Users

My Settings

Stacks > M soe-linux ~

Settings soe-linux

Stack name
Region
VPC

Default subnet

Default operating system

Default SSH key

Chef version

Use custom Chef cookbooks

Repository type
Repository URL
Repository SSH key
Branch/Revision

Stack color

2. Create a new layer with the following Chef recipes:
¢ linuxsoe (SOE Hardening)
¢ cloudwatch_linux (installs, configures the CloudWatch agent and captures custom metrics)
3. Click Add layer on the confirmation that appears after creating the stack6.

A
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soe-linux
LS East (M. Virginia)
vpc-dbd084be
10.90.1.0/24 - us-east-1c - CSC-Mai ¥
Use custom Linux AMI =

quicksilver dewv

L

12

Git :
git@github.com: ServiceMesh/quicksilve

Update S5H key
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Congratulations! Your stack was created.

Next step: Add a layer.

4. Enter a layer name.
5. Enter a layer short name.
6. Click Add Layer.

Add layer

W opsworks [Eecs () ros

A layer is a blusprint and container for your instances. You can add Chef recipes to lifecycle events of
your instances, for example to install and configure any required software. Learn more.

Name test-layer

Short name short-name

Need further support? Let us know.
Cancel QLULEET

7. Click Recipes under the layer name.
8. Enter the recipe name linuxsoe next to Setup and click +.
9. Enter the recipe name cloudwatch_linux next to Setup and click +.

General Settings Network  EBS Volumes  Security

Custom Chef Recipes @

Repository URL git@github.com:ServiceMesh/quicksilver.git (change)
n Setup mycookbook::myrecipe, mycookt | e

linuxsoe 3% cloudwatch_linux % ssm_linux %

| Configure mycookbook:myrecipe, mycookt | 4k Add recipes to the Configure lifecycle event.
[0 Deploy mycookbook:myrecipe, mycookt | 4k
[ Undeploy mycookbook:myrecipe, mycookt | e
[ Shutdown mycookbook:myrecipe, mycookt | 4k

carcs

10. Click Save and the layer should be created.
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General Settings Metwork EBS Volumes Security

Custom Chef Recipes @

Repository URL git@github.com:ServiceMesh/quicksilver.git
B Setup linuxsoe cloudwatch_linux  ssm_linux
Configure
Deploy
Undeploy
Shutdown

11. Create a new instance using custom AMIs.
e RHEL 72 - ami-6dcdd87a ( SOE-RHEL-7.2 HVM-20161025-x86 64 )
e RHEL 67 - ami-ee2201f9 ( SOE-RHEL-6.7 HVM-20160412-x86 64 )
12. Click Instances.
13. Click Add an Instance.
14. Enter an instance name.
15. Select the VM size.
16. Select the appropriate subnet.
17. Select the appropriate AMI name from the values above for the value of Custom AMI.
18. Click Add Instance.
19. Click Start and the instance should begin startup and configuration.
20. Once the instance completes startup, click the instance name if there are no errors.
21. Copy the value of EC2 Instance ID.
This is the value used to identify the data in CloudWatch.
Assumption: The instance is created with an IAM role that has a CloudWatchFullAccess policy
attached to it.
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%+ Instance

New Existing OpsWorks EC2 instances and own servers

Hostname soescloudwatenl
Size c3large :
Subnet 10.80.1.0/24 - us-east-1c - GSC-Ma &
Scaling type w 24/7
Time-based
Load-based
SSH key quicksilver_dev 3
Operating system Use custom Linux AMI *  Select the operating system to load when the instance boots.
This value defaults to the OS specified at stack creation.
OpsWorks Agent version Inherit from stack .
Tenancy Default - Rely on VPC settings .
Custom AMI AD Server Image Backup (ami-f5230 +

22. Verify that the CloudWatch Log group is created successfully.
CloudWatch agent is installed and configured as the instance starts up and a log
group /var/log/messages are automatically created as part of a python script in Chef recipe awslogs-

agent-setup.py.
23. Go to Services > CloudWatch > Logs > /var/log/messages.

L® msammeta @ csches-dev = N. Vi

CloudWatch CloudWatch Log Groups

Dashboards

Alarms 4 Actions v
NSUFFICIENT €D Fitter: /varfiog| *
OK o Log Groups Expire Events After Metric Filters Subscriptions
Billing /var/log/messages Never Expire 0 filters None

Events
Rules

| Logs
Metrics "=

24. In the Filter field, paste the EC2 Instance ID and press Enter.

CloudWatch Log Groups Streams for /var/log/messages
Create Log Stream Delete Log Stream
Filter: = i-0D00f8300cd2c3b980 ®
Log Streams Last Event Time
i-000f8300cd2c3b980 2017-03-01 18:03 UTC-6

25. Click the Instance ID.
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The log stream for Instance should be displayed

CloudWatch > Log Groups » /varfllog/messages » i-000f8300cd2c3b980

Expand all g
all

Time (UTC +00:00) Message

2017-03-01
»  23:55:02 Mar 1 18:55:02 ip-172-31-43-121 CROND[30344]: (root) CMD (PERL_LWP_SSL_VERIFY_HOSTNAME=0 /opt/aws/cloudwatch-metrics/aws
» 23:56:02 Mar 1 18:56:01 ip-172-31-43-121 CROND[30413]: {root) CMD (/var/awslogs/bin/awslogs-nanny.sh = /dev/null 2>&1)
» 23:56:02 Mar 1 18:56:01 ip-172-31-43-121 CROND[30415]: {root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
3 23:57:02 Mar 1 18:57:01 ip-172-31-43-121 CROND[30482]: {root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
» 23:57:02 Mar 1 18:57:01 ip-172-31-43-121 CROND[30483]: {root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
» 23:58:02 Mar 1 18:58:01 ip-172-31-43-121 CROND[30551]: {root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
» 23:58:02 Mar 1 18:58:01 ip-172-31-43-121 CROND[30552]: {root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
» 23:59:02 Mar 1 18:59:01 ip-172-31-43-121 CROND[30621]: {root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
»  23:59:02 Mar 1 18:59:01 ip-172-31-43-121 CROND[30622]: (root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)

2017-03-02
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30702]: {root) CMD (flock /var/lib/aws/opsworks/lockrun.lock /opt/aws/opsworks/current/bin/ops
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND([30703]: {root) CMD (fopt/soe/local/bin/mpstat.pl 1200 3 »/var/log/sa/caper.log 2=&1)
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30708]: {root) CMD (fopt/soe/local/bin/ntpstat.pl =/var/log/sa/caperlog 2>&1)
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30704]: {root) CMD (fopt/soe/local/bin/vmstat.pl 1200 3 >/var/log/sa‘caper.log 2>&1)
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROMND[30705]: {root) CMD (/var/awslogs/bin/awslogs-nanny.sh > /dev/null 2>&1)
»  00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30707]: (root) CMD (fusr/lib64/sa/sal 1 1)
» 00:00:02 Mar 1 19:00:01 ip-172-31-43-121 CROND[30713]: {roof) CMD (PERL_LWP_SESL_VERIFY_HOSTNAME=0 /opt/aws/cloudwatch-metrics/aws
» 00:01:02 Mar 1 19:01:01 ip-172-31-43-121 CROND[30822]: {root) CMD (fopt/soe/local/binffsmon.sh >/var/log/sa‘caper.log 2>&1)
» 00:01:02 Mar 1 19:01:01 ip-172-31-43-121 CROMNDI308231: {root! CMD (run-parts /etc/cron.hourlvi

26. Verify that the CloudWatch Agent is installed and configured successfully.
27. SSH to the instance and verify that the awslogs daemon is running.
This service is responsible for pushing logs to the log stream /var/log/messages.

ecZ-user@ip- % sudo service awsLogs status

awslogs.service - LSB: Daemon for AWSLogs agent.
Loaded: loaded (/etc/rc.d/init.d/awslogs; bad; vendor preset: disabled)
Active: active (running) since Thu 2017-03-16 13:53:4@ EDT; 2h 23min ago

Docs: man:systemd-sysv-generator(8)
Process: 19764 ExecStop=/etc/rc.d/init.d/awslogs stop (code=exited, status=0/SUCCESS)
Process: 19786 ExecStart=/etc/rc.d/init.d/awslogs start (code=exited, status=0/SUCCESS)

28. Verify that the Custom Metrics are configured successfully.
The new instance that is created should report custom
metrics DiskSpaceUtilization and MemoryUtilization under
Services > CloudWatch > Metrics > All Metrics > Custom Namespaces > Linux
System > Filesystem, Instanceld, MountPath
Services > CloudWatch > Metrics > All Metrics > Custom Namespaces > Linux
System > Instanceld
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29. Select the metric that has the Instance ID and metrics should be displayed.
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Viewing SUSE Logs and Metrics

SUSE Linux Enterprise Server (SLES) 12 SP3 AMIs uses unified CloudWatch agent instead of legacy
CloudWatch perl script. Unified CloudWatch agent uses SSM to update metrics and logs.
Metrics

The default Namespace for custom metrics is CWAgent.

To view the custom metrics for SLES AMls:

1. From CloudWatch console, select Metrics.

CloudWatch Untitled graph ih 3h 120 1d 30 1w custom = Line - Actions ~ c v e

Dashboards
Alarms PR

e

Biling
Events
Rules 02

Event Buses
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| Metrics
Mimetrics  Graphed mefrics  Graph oplions.

‘©Add a dashboard

3,272 Metrics
~ Gustom Namespaces

CloudTrailMetrics Linux System
4 Metrics 8 Metrics

~ AWS Namespaces

2. Click CWAgent from the All metrics tab and custom metrics should be available.

Logs

SLES 12 SP3 instances collects the following logs and creates log groups for them:
/var/log/messages

/var/log/cloud-init.log

/var/log/cloud-init-output.log

To access the log groups, go to CloudWatch Dashboard — Logs.

Metric Filters Subscriptions

o

o Log Groups. Expiro Events Aftor
New yre

0 fiter

The Logs dashboard is paginated, you may have to go to the next page to find the Log Groups.
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Monitoring Instance Health
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The Instance Health feature monitors various functions of a managed instance and reports errors when
issues are found. The current functions monitored are:

e Endpoint Protection - Tests are made to ensure that the Endpoint Protection software is running on
managed instances. Test verifies only that the software is running on the instances, it does not verify
that the software is connected and reporting to the console. The second test will be added in a future
release.

e Logs - Tests are made to verify that logs from the instance are being routinely stored in AWS
CloudWatch. An alarm is generated if no new log entries have been made in the last 24 hours.

Installation

The Instance Health feature is installed as part of the Master Template process. To manually install the
Instance Health feature, you must add it through the InstanceHealth.yamI CloudFormation template.
The only parameter is the location of the DXC Gold assets S3 bucket. Normally this will be in the
standard location gold.dxc.prod.obe.<region> or it can be accessed from the customer bucket
named dxc.customer.config-<account-number>-<region>.

The example shows adding the Instance Health feature to the current account in the us-east-1 region.
Specify Details

Specify a stack name and parameter values. You can use or change the default parameter values, which are defined in the AWS CloudFormation template. Learn
more.

Stack name Instance-Health

Parameters

Location of DXC Managed Services Gold Assets:

Gold S3 Bucket Name: gold.dxc.prod.obe.us-east-1

S3 bucket name for the DXC Managed Service Gold assets. DXC MS Gold bucket name can include numbers, lowercase letters, uppercase letters, and

hyphens (-). It cannot start or end with a hyphen (-)

Installing the Instance Health feature does the following:

e Creates an IAM Role and a Lambda function to perform the health tests.

¢ Creates a Log Group named InstanceHealth and a Log Stream named InstanceHealthMessages to
record issues in CloudWatch.

e Creates an SNS Topic named InstanceHealthMessageTopic for Alerts that are sent out from the
health tests. The original email registered with the Customer Logging setup is registered as a
subscription to this topic. If desired, a subscription to ServiceNow must be added manually.

e Creates a CloudWatch Rule to execute the Instance Health Lambda every 30 minutes at 0 and 30
minutes each hour. You can modify this schedule per customer requirements.
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Processing

Running the instance health lambda does the following:

The DXC instances are retrieved by looking at the tags for each instance. If the following four tags are

found, the instance is considered to be a DXC instance that should be tested for health: InstanceName,

Compliance, OSName, and LeaseExpirationDate. These tags were added to Instances launched by

the CloudFormation templates in release 1.0. For release 1.1, the tag DXCProduct with the value

Quicksilver was added. If this tag/value is found, then regardless of the four other tags, the instance is

considered to be an instance that should be tested for health.

The SSM Managed instances are retrieved. These instances registered with AWS through the SSM

agent installed on the instance.

Verifications are performed to further filter the instances:

1. The state is checked. If the state is not running, the instance is skipped.

2. The create time of the instance is checked. If the instance was launched in the last 15 minutes, it is
skipped until it has been more than 15 since the launch time.

3. The instance is checked to see if it is in the list of Managed instances. If it is not in the managed
list, the SSM agent has not registered. This is a health issue so an Event and a log are generated.

4. The SSM Ping Status status is checked. If the status is not Online, this is a health issue and an
Event and log message are generated.

The CrowdStrike status is checked by an EC2 Run Command executing a shell script on the instance

looking for the Falcon Agent process. On Linux, this is a shell script looking for a process named

/opt/CrowdStrike/falcon-sensor. On Windows, the process name is either CSNest or CSFalcon (more

likely CSFalcon). If this process cannot be found, this is a health issue and an Event and log message

are generated.

The CloudWatch logs are checked to see if the instance has generated a message in the last 24 hours.

For Linux, the log group /var/log/messages is checked. For Windows, the log group Default-Log-Group

is checked. The log stream is the Instance ID of the instance. If an event in the log stream that is less

than 24 hours old cannot be found, this is a health issue and an Event and log message are generated.

Instances that pass these tests are considered healthy. This status is noted in the log file and no
additional events (emails or alarms) are generated.
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About Resource Tags
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When the Master stack is created, it creates resources as a part of the stack. The resources are tagged to
support the platform and to keep track of the resources owned by DXC Managed Services for AWS.

Bookkeeping Tags:

Tags that are used to keep track of the resources owned by DXC. e.g. Owner: DXC

Platform Tags:

Tags that are used by the AWS Managed Platform. e.g. os: amazon-linux

List of Tags
VPC
Services Resources Key Values Remarks
VPC Name Management VPC  To identify the EC2 and S3
Customer resources owned by DXC
Workload VPC
VPC
Owner DXC
Route Table Name
Network Public
Private
Owner DXC
RouteTableType  Public
Private
Subnet Name Company Name X
Network Public Subnet
Owner DXC
SubnetType Public
Private
.v‘ © 2018 DXC Technology Company. All rights reserved.
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EC2
Services Resources Key Values Remarks
EC2 AMI ami quicksilver
0s win2016
amazon-linux
rhel7.2
rhel6.7
osservicelevel GOLD
SILVERPLUS
encrypted true
false
Owner DXC
Instance Project Quicksilver
Compliance
Backup true
false
BackupSchedule
RetentionPeriod e.g. 30
ApplyPatching true
false
Patch Group
ApplyLogging true
false
ApplyMonitoring true
false
ApplyEndPointProtection true
false
BusinessUnit e.g. Cloud
DXCProduct Quicksilver
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S3

Services

S3

Lambda

Services

Lambda

v
2

LeaseExpirationDate

Environment

Name

InstanceName

Application

Owner

OSServicelLevel

OSName
Resources Key
Buckets Owner
Resources Key
Functions Owner

e.g. QA
e.g. Customer WL

e.g. Customer WL

GOLD
SILVERPLUS

Values

DXC

Values

DXC
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	 For all Windows instances, it will update the SSM agent to the latest version regardless of the existing version. The mechanism of updating the SSM agent on Windows does not provide the ability to determine if the agent is at the latest version. If ...
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